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Executive Summary 

iKoPA technology has been developed by following a process of data protection by design. 

This has resulted in an architecture that mitigates data protection risks as much as 

possible with the current state of the art. The residual risk of iKoPA technology has 

therefore been found to be small.  

The present document describes the methodology that was developed for the assessment 

of iKoPA technology. This includes the identification of key risks and a systematic 

presentation of the concepts behind the current state of the art of mitigation measures. 

A study of the effectiveness of these measures and the identification of areas where they 

may be further improved contributes to future research aimed at pushing the state of the 

art of data protection. 

The experience in iKoPA has shown the importance of taking into account all 

communications happening in the wider context. The impact assessment methodology of 

iKoPA is therefore applied beyond iKoPA technology to the wider context of mobility-

related communications. An initial assessment has already identified significant areas 

with yet unmitigated and at times considerable risks. This confirms the reusability of the 

developed concepts and methodology. The initial success also invites future research that 

applies the iKoPA methodology more systematically and thoroughly.  

The impact assessment focuses on the risk of collecting location data of identified persons 

and the collection of such data into movement profiles. It has analyzed the mitigation 

measures that are common in mobility-related communications, namely 

pseudonymization, frequent and coordinated change of pseudonyms, and separation of 

domains. The analysis includes an assessment of the effectiveness and limitations of these 

measures. 

On this basis, the severity of the residual risk of mobility-related communications after 

mitigation is being discussed. It found that a multitude of highly motivated and capable 

attackers exist, that attacks are relatively simple to deploy and hard to detect, and that 

even at this point of time, a systematic attack that collects movement data of modern 

vehicles is under way. It is important to note that this attack does not involve iKoPA 

technology.  

The report therefore concludes that currently, the residual risk in mobility-related 

communications is very considerable and recommends that urgent actions be taken to 

address the current shortcomings. The following is an incomplete list of findings: 

 The biggest danger stems from the current systematic large-scale collection of 

vehicle location data most likely in a third country. This is made possible by WiFi 

access points that are built into vehicles and lack any mitigation measure such as 

pseudonymization, together with the existing smartphone location services by 

Google and Apple.  
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 The current generation of privacy-enhanced RFIDs still lacks the possibility of 

assigning changing pseudonymous TAG identifiers. An improved generation of 

RFIDs needs to be developed before wide-spread application in a mobility setting 

can be considered.  

 The combined use of a multitude of communication technologies and channels 

even within the same transactions raises new risks. The mitigation measure of 

pseudonym change is potentially less effective since a coordinated change of 

pseudonyms is often not possible across multiple channels. How severely this 

reduces the effectiveness of this mitigation measure is not yet fully understood. 

Therefore, additional research is necessary to address this issue (see below). It is 

therefore also recommended that data protection working groups of C-ITS also 

address the wider scope of mobility-related communications.  
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1 INTRODUCTION 

This section starts with describing the application of data protection by design in the iKoPA 

project that resulted in a state of the art solution and as part of which the methodology 

described in this report was developed. The section then describes the target of 

evaluation to which this methodology is applied to, namely the entirety of mobility-

related communications—an artifact that goes far beyond iKoPA technology and use 

cases. Previous work on impact assessments in the context of mobility-related 

communications is reported in subsection 1.3. Subsection 1.4 lists the risk factors that 

were extracted from a literature search in the area of linkability and tracking. A limitation 

of scope then sets the expectations for the present assessment. The section concludes 

with an outline of the remainder.  

1.1 Data Protection in iKoPA 

iKoPA has followed the approach of data protection by design by making data protection 

an integral part of all project phases. This was facilitated by having a data protection 

authority, namely the research section of the Unabhängiges Landeszentrum für 

Datenschutz (ULD) of Schleswig-Holstein, as project partner.  

This approach included the training of technical partners in the concepts of data 

protection in data protection workshops, awareness building of privacy-critical issues, 

joint identification of possible risks, consulting on arising privacy questions, and the study 

of available privacy enhancement technology and state-of-the-art mitigation measures. 

The development of technology was guided by a total of 56 formal privacy requirements 

(see section 5.2.1 in [iKoPA D1v2 2018]). They were structured in six categories (namely, 

availability, confidentiality, integrity, intervenability, transparency, and unlinkability) and 

already at their conception considered the new General Data Protection Regulation 

(GDPR). A later evaluation (see [iKoPA D4v2 2018]) showed that all the requirements were 

taken into account and that no unjustified deviations were found.  

In only one case, an only partly mitigated risk was identified in iKoPA. Namely, even the 

current state of the art in radio frequency ID (RFID) technology fails to support the change 

of identifiers. This shortcoming could only be partly mitigated through the use of trusted 

computing technology (see [iKoPA D5v2 2018], section 3.2.6). The need for an 

improvement of privacy-protection in RFIDs was therefore documented (see [iKoPA D1v2 

2018] section 4.3.3.3.2.). iKoPA also supports an alternative that uses vehicle2x instead of 

RFIDs technology and thus avoids the described shortcoming.  
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Apart from this single unavoidable issue, all the technology developed in iKoPA can be 

considered to represent the current state of the art of data protection1.  

The present document describes among others the methodology to assess data 

protection impact that was developed in iKoPA. The methodology was used in iKoPA to 

identify and successfully mitigate data protection risks. It is now also applied to a wider 

context around iKoPA where it has already successfully identified significant, yet 

unmitigated risks (see section 6 below).  

It is important to note that the risks identified in a wider context are not shortcomings of 

iKoPA. For example, one of the most severe risks stems from built-in WiFi access points of 

vehicles that are not part of iKoPA technology or even used in iKoPA. Other risks originate 

in the fingerprinting of web browsers. Also web browsers are not part of iKoPA technology 

or incorporated in any iKoPA use case.  

In addition to applying the iKoPA methodology to a wider context, this document also 

provides a conceptual description of the major state of the art mitigation measures that 

were used in iKoPA (see section 5 below). Part of this description is an assessment of 

effectiveness. Understanding the limitation in the effectiveness of measures is an 

important first step for advancing the state of the art of data protection technology. As a 

contribution, this document has revealed possible difficulties in the coordination of 

pseudonym change across multiple communication channels (see section 5.2.3.3. below). 

This may trigger future work that studies this potential issue in further detail and identifies 

strategies to improve the currently known mitigation measures and thus push the state 

of the art.  

1.2 Target of Evaluation: Mobility-Related Communications 

This section describes the target of evaluation, i.e., the technical artifact whose impact on 

society is being studied in this assessment.  

The iKoPA project is situated in the context of Cooperative Intelligent Transport Systems 

(C-ITS) and Cooperative, connected and automated mobility (CCAM) [EC C-ITS Platform]. 

Privacy and data protection considerations of C-ITS have already received ample attention 

(see section 1.3 below for detail). The focus of these studies lies on the communications 

of a vehicle with other vehicles and with road-side stations. This is typically called 

vehicle2x communication and includes Cooperative Awareness Messages (CAM) and the 

Decentralized Environmental Notification Messages (DENM). 

                                                           

 

 
1  Note that even though iKoPA technology represents the state of the art, every application of the 

technology must again take data protection into account. The sole use of the technology fails to guarantee 

compliance with the GDPR.  
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Work on iKoPA has shown that a study of the privacy impact needs to address a wider 

context. This is for example illustrated by the requirement “REQ-PUL-009 Unlinkability of 

multiple reservations” (see [iKoPA D1v2 2018], section 5.2.1, page 198). Here, the 

reservation is first booked from a smartphone over a mobile IP network (see Use Case UC-

01 in [iKoPA D1v2 2018], section 3.3.3.1). The resulting ticket is then presented by the 

vehicle to the entry barrier of a parking lot over vehicle2x communications (see Use Case 

UC-04 in [iKoPA D1v2 2018], section 3.3.3.4). Evidently, looking only at the unlinkability 

of the involved vehicle2x communications is insufficient, since linking is also possible 

across consecutive reservations from a smartphone over the mobile IP network.  

This extension of the focus to all involved communication channels in iKoPA has been 

further expanded for the target of evaluation of this impact assessment to include all 

communications that happen in the context of mobility. In addition to communication 

channels actually used in iKoPA, this includes also metadata from WiFi access points built 

into vehicles and potential communications from a web browser with some reservation 

service.  

This can be summarized by stating that the target of evaluation of this impact assessment 

is the entirety of communications that happen in the context of mobility.  

1.3 What Risks have already been studied? 

This section briefly reviews the data protection issues that have been studied so far in C-

ITS and CCAM. This prepares for the following section that describes the additional risk 

factors to be considered for assessing the entirety of mobility-related communications. 

What is of particular interest here is the definition of the respective targets of evaluation 

of the existing studies. This section illustrates in particular the predominant focus on 

vehicle2x communications.  

(i) The EC has organized its activities in the area of “Cooperative, connected and 

automated mobility (CCAM)” in the C-ITS Platform that is divided in two phases covering 

2014-2016 and 2016-2017, respectively (see [EC C-ITS Platform]). The work has been 

conducted by 10 active working groups, all chaired by DG MOVE representatives in 

cooperation and with active participation of other Commission services (see [EC 2016a] 

at the bottom of page 17. Since data protection and privacy are important design 

considerations, the working group 4 is “Data protection and Privacy” (see [EC 2016a], 

section 6, pages 48-60). The activities of this working group are reported in [EC 2016a] 

section 6 and [EC 2017] section 4, pages 27-32.  

For phase I, an excerpt of the executive summary of working group 4 in section 6.1 of [EC 

2016a] illustrates the focus of work (see page 48): 

“To test and develop solutions, WG4 identified a family of standardized messages relevant 

for the purpose of analyzing the privacy and data protection challenges faced by C-ITS: 

the Cooperative Awareness Messages (CAM) and the Decentralized Environmental 

Notification Messages (DENM).” 
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In other words, the study has focused on a single communications channel, namely 

vehicle2x (i.e., a variation of WiFi for wireless access in vehicular environments, see for 

example [Wikipedia IEEE_802.11p]) and its CAM and DENM messages.  

For phase II, section 4.1 on page 27 of [EC 2017] states that “The objective of the C-ITS 

Platform Working Group on Data Protection & Privacy in phase II was to conduct an 

analysis of the suitable legal bases for lawfully processing personal data and to analyze 

the deliverables of phase I against the background of the General Data Protection 

Regulation (hereinafter GDPR).” It further states on the same page: “The aim of the 

working group was to obtain guidance and points to be taken into account from Article 

29 Working Party in order to reach a sound level of protection of personal data also in 

relation to the GDPR. The document ‘Processing Personal Data in the Context of C-ITS’ 

was submitted to the representative of the technology subgroup of Article 29 Working 

Party on the 10th of July 2017 with a view to receive an opinion in the beginning of October 

2017.” 

In this work, tracking has been identified as one of the risks and certificate change 

strategy identified as a major control for its mitigation (see section 4.3.2 on page 30). On 

page 31 it states that “Furthermore, the working group sees that from a technical 

perspective key elements of data processing using privacy by design have been 

incorporated from the initial design of the C-ITS system: limited range and radius (300 

meters), alternating pseudonym certificates to avoid tracking, local ‘on the spot’ exchange 

of data between neighboring vehicles with little data retention and no further 

processing.”2 In the technical recommendations in section 4.4.3 on page 32 it further 

states: “The working group is of the opinion that further mitigation measures concerning 

the possibility of tracking should be taken, such as analyzing how static data in CAM can 

be used on their own or in combination with other information to identify a single vehicle 

as well as analyzing any appropriate type of ‘do not track’ functions, as well as 

encryption.” 

This means, that also in phase II, the focus of work was on the same single 

communications channel of vehicle2x.  

(ii) In response to the request by the data protection working group of the C-ITS Platform 

in phase II (see above), the Art. 29 Working Party issued an Opinion on Processing 

personal data in the context of Cooperative Intelligent Transport Systems (C-ITS) 

[Art29WP 2017]. The description of the processing activities can be found in [C-ITS 

Platform DPWG 2017]. On this basis, the Art. 29 WP summarizes the personal data that 

                                                           

 

 
2  Note that other authors use different values for the range. For example, [Ullmann 2017b] (” in section III 

on page 36) estimates a “range of up to 800 m in open space”.  
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are processed (see section 3.1 of [Art29WP 2017] on page 4). They consist of the CAM and 

DENM messages transmitted via vehicle2x and the message authorization certificates 

used for these transmissions.  

This summary illustrates that also the Art. 29 WP has only focused on the single 

communication channel of vehicle2x.  

(iii) To guarantee the legitimacy of CAM and DENM messages sent over the vehicle2x 

communication channel, pseudonymous authorization certificates are used in an open 

readable form (namely in an unencrypted broadcast or geocast message). A major data 

protection concern is the tracking of persons based on such pseudonym certificates. A 

study by ETSI [ETSI 2018b] therefore studies various options of pseudonym change 

management and how they can mitigate the tracking risks.  

Again, also the ETSI study focuses on the single communications channel of vehicle2x.  

(iv) [Eisses et al 2012] discuss personal data protection in the context of ITS, taking into 

account a wider range of applications than those foreseen for Day1 and Day1’5 (see page 

4). In section 3 (pages 50 through 110) they analyze the privacy aspects of each 

application, including the applicability of various protection measures. In particular, the 

following measures were considered (see page 54 for a list and pages 6-7 for a description 

of some of these measures). The order of the list was changed by the author to illustrate 

a point.  

1. anonymization  

2. pseudonymization  

3. domain separation 

4. distributed processing 

5. data minimization 

6. deletion immediately after initial processing 

7. user consent mechanisms 

8. data subject control 

In the context of this impact assessment, it is interesting to notice that at least the first 

four measures of this list, and potentially also measures 5 and 6, control linkability of data 

sets. Also, Table 4 (see page 110) illustrates the importance of measures to control 

linkability for the majority of applications.  

While some of the analyzed applications (such as road user charging) utilize other 

communication channels than vehicle2x (for example, SMS), the risks inherent in the use 

of multiple channels in a single transaction fall outside the scope of the study.  

(v) ETSI’s technical specification on “Trust and Privacy Management” of the ITS [ETSI 

2018a] describes the main approach to privacy in section 5 (bottom of page 10). In 

particular, it states that anonymity is unsuitable for the ITS and that observability is 

required for safety. It further states “Consequently, pseudonymity and unlinkability offer 
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the appropriate protection of the privacy of a sender of basic ITS safety messages (CAM 

and DENM).” 

It is evident that the specification regards solely the single communications channel of 

vehicle2x (with its CAM and DENM messages). It also underlines the importance of 

linkability control (for example through the use of pseudonyms) for the privacy in the ITS. 

In summary, the previous work usually looked into the risks in situations where 

predominantly the single communication channel of vehicle2x was used. The importance 

of unlinkability has also been underlined. 

 

1.4 Risk factors related to linkability and tracking 

To better understand what risk factors are relevant, a literature search was conducted 

that also looked beyond mobility. This provided the input to identify five risk factors to 

consider. The following first describes the situation in which risk is studied and then 

summarizes the identified factors.  

Section 1.2 above has described how in the target of evaluation, even a single 

transaction with a complex service (such as reservation of a parking spot or 

charging station) can be composed of multiple communication steps, based on 

different technologies, and using different channels.  

A communications channel typically consists of a stack of layers (see for example 

[Wikipedia OSI_model]). Each layer may use some identifier. For example, while the 

application itself may use some pseudonym, lower levels of the stack may employ their 

own identifiers such as a MAC address at the link access layer or an IP address at the 

network layer. Typically, different stakeholders in the communication (recipient, network 

operator, and eavesdropper) have visibility of a different subset of these identifiers.  

Further, when a transaction consists of multiple communication steps, possibly over 

different communication stacks, a transaction identifier (or pseudonym) is typically 

necessary to be able to link the steps into a single transaction. 

As has been discussed above, linkability is a major concern in the context of ITS. The basic 

idea in the above mentioned literature is therefore to achieve unlinkability by avoiding 

the use of the same identifier in distinct transactions. Typically this is achieved by using a 

pseudonym whose use is restricted to a single transaction.  

While this approach is evidently effective in simple settings, the situation is rendered far 

more complex by the use of multiple communications stacks (each with multiple 

identifiers) for a single transaction. Also, linkability may be further influenced by the 

context of an application.  
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The mentioned literature search to help identify the risk factors that apply to this situation 

yielded examples of risks. The following is an attempt at a systematic compilation of 

identified risk factors: 

(i) Identifiers must be changeable: It must be possible to change identifiers 

before starting a new transaction. There are however communication 

technologies commonly used in the context of C-ITS where this is not 

currently possible. Namely, even the latest generation of RFID technology 

(see [iKoPA D1v2 2018] section 4.3.1.4) is unable to change its identifiers (Tag 

ID and Electronic Product Code) between transactions. Similarly, a vehicles 

number plate that can be automatically recognized by cameras represents a 

long-term identifier.  

(ii) All identifiers of a single stack need to be changed in coordination: Linking 

can only be prevented, when all identifiers at different layers of a given single 

stack are changed between unlinkable transactions in a coordinated fashion. 

While this seems to be current practice in the vehicle2x stack (see for example 

[Whyte 2016] slide 23), an application-initiated change of IP address in a 

mobile network stack may be much more problematic3. Similarly, when an 

application can be accessed over a web browser, the avoidance of a 

reoccurring browser fingerprint may be difficult. Also, if a given stack is used 

to engage in multiple independent transactions concurrently, the end of one 

transaction may fall in the middle of another transaction. This renders it more 

complex to find suitable strategies for changing identifiers across the stack.  

(iii) Multi-stack applications need to coordinate identifier changes across stacks: 

When a transaction involves multiple communication steps over different 

stacks, then unlinkability requires a coordinated change of all identifiers 

across all stacks. To the knowledge of the author, strategies of pseudonym 

change have so far been discussed only for a single stack at a time (see for 

example [ETSI 2018b]). This raises the question with what measures 

unlinkability across multiple stacks can be achieved and what risks arise from 

the use of multiple stacks in a single transaction. 

(iv) Quasi-identifiers in the data content may enable linkability: Even when it is 

possible to find a strategy to avoid linkability of unique identifiers across 

distinct transactions, the data sent as part of a transaction may have the 

character of a pseudo-identifier. Most notably this is the case for 

                                                           

 

 
3  Note that when network address translation is used, the TCP timestamp can still be used as a quasi-

identifier (see risk factor (iv) below).  



INTRODUCTION 

 

 

Deliverable D3.3  |  Version 1.0  |  2018-12-17 8 

time/location data sent in broadcasts in CAN and DENM messages. This 

possibility of linking was already pointed out by the Art. 29 Working Party (see 

[Art29WP 2017], second risk of re-identification, page 7) and was studied in 

detail in [Ullmann 2017b]. The same risk may also occur with other pseudo-

identifiers used in different communication stacks, for example, browser 

fingerprints or TCP timestamps (see for example [Silbersack 2005] page 6, 

right column, 2nd paragraph).  

(v) Identity beacons: Even when an application is designed to achieve perfect 

unlinkability, the context in which this application operates may enable 

linkability or even direct identification of the data subject. In particular, this is 

the case, when “identity beacons” advertise the subjects’ identifiers in the 

clear over the same channel or in an otherwise linkable manner (for example 

by matching of location/time). Englehardt et al describe web servers that act 

as identity beacons [Englehardt 2015]. Vanrykel et al observe the same 

beacon behavior by smartphone apps [Vanrykel 2017]. While these beacon 

identities may be only visible to advanced attackers, modern vehicles come 

with easier to obtain identity beacons such as the visually observable number 

plate or the Bluetooth or WiFi MAC Addresses or SSIDs of the infotainment 

system. The former is used in applications such as road toll (see for example 

[Nikel 2018]) or parking (see for example [Parkeon 2018]). Ullmann et al 

studied the kinds of secondary vehicle identifiers introduced through the now 

common communication technology [Ullmann 2017a]. Tracking of vehicles 

based on the Bluetooth of passengers’ smartphones is described in [Ali 2016]. 

[TrafficCast International 2018] and [Traffic Solutions Inc. 2018] describe 

roadside units for the acquisition of Bluetooth and/or WiFi Mac Addresses or 

SSIDs, respectively.  

This list of issues illustrates that the question of reaching unlinkability through the use of 

pseudonyms is much more difficult to understand in a complex multi-stack environment 

and taking into account the context in which transactions are performed.  

A recent research theme analysis report on cooperative intelligent transport systems by 

the EC [EC 2016b] states (section 3.2.1 on page 28) that: 

“Data protection, privacy and security are requirements of most ITS projects. However, 

so far, most projects have addressed these issues in an ad-hoc/proof-of-concept 

manner resulting in a limited understanding of the core issues which need to be 

addressed across Europe.” 

“Further analysis is required to assist in defining common methodologies that address 

issues of data protection and security among transport projects.” 
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The present impact assessment therefore attempts to study the question of linkability in 

complex scenarios systematically and identify both risks and possible mitigation 

measures.  

1.5 Limitations of Scope 

This section delineates between what is part of this assessment methodology and what is 

not. In particular, vehicle data that is not communicated is excluded, this document fails 

to contain a data protection impact assessment according to paragraph 35 of the GDPR, 

and of the six common protection goals, only unlinkability is considered.  

1.5.1 Exclude data from vehicle to manufacturer 

Modern vehicles collect vast amounts of data that are typically collected by vehicle 

manufacturers and are of significant business value for other parties (see for example, 

[IWGDPT 2018]). The present study excludes these data from its scope and concentrates 

on the data that is communicated as part of transactions in the context of mobility.  

1.5.2 Exclusion of GDPR Article 35 

A data protection impact assessment (DPIA) can have a wide range of forms and scopes. 

This section attempts to clarify what to expect from this data protection impact 

assessment. It does so by comparing it to that defined in Article 35 of the EU’s General 

Data Protection Regulation [GDPR 2016]. The comparison is illustrated in Table 1.  

 
Table 1: Comparison of the DPIAs according to Article 35 of the GDPR and that of a new technology, 
respectively.  

 DPIA according to GDPR Art 

35 

DPIA of a new technology 

Target of Evaluation Data processing pertaining 

to a single purpose as 

operated by a single 

controller or exceptionally a 

small group of joint 

controllers.  

An ecosystem for an open 

number of data processing 

activities by an open 

number of controllers for a 

wide range of possible 

purposes.  

Known Aspects  Purpose 

 Controllers and 

Processors 

 processed personal 

Data  

 Systems and 

Processes 

 

 Character of the 

new technology 

 Some possible 

application 

scenarios 
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 Employed 

protection 

measures 

Key Questions of the 

DPIA 

 Is the 

purpose/processing 

supported by legal 

basis? 

 What are the risks 

for the rights and 

freedoms of data 

subjects? 

 Do the employed 

protection 

measures mitigate 

these risks 

sufficiently?  

 What new risks are 

introduced by the 

new technology 

and its possible 

applications? 

 How severe are 

these risks? 

 How effectively 

can they be 

mitigated with 

existing or new 

protection 

measures? 

Systematic Approach Application of the full set of 

6 protection goals 

Only protection goals that 

are significantly affected 

by new technology and its 

possibilities and whose 

analysis is supported by 

known circumstances.  

 

The table illustrates the vastly different character of the two kinds of DPIAs. In particular, 

the DPIA according to the GDPR analyses a highly concrete setting of a single processing 

activity while a DPIA of a new technology addresses a much vaguer defined ecosystem 

with a wide range of partly difficult to foresee possible processing activities.  

First proposals for a systematic methodology to tackle DPIAs according to the GDPR are 

emerging (see for example [Friedewald 2018] including its review of alternative 

approaches in section 2.4, pages 10-13). Some of these are based on the Standard Data 

Protection Model (see [Rost 2002][Rost 2017][SDM-de 2018][SDM-en 2016]). In turn, the 

systematics of the SDM originates in a complete set of protection goals (see [Rost 

2009][Rost 2011][Hansen 2015]). They are: 

 Confidentiality 

 Integrity 

 Availability 

 Unlinkability 

 Transparency 

 Intervenability 
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The former three protection goals are already known from computer security; the latter 

three are specific to privacy and data protection. Systematic application of these six 

protection goals leads to a comprehensive coverage of data protection concerns in DPIAs 

according to the GDPR.  

 

This poses the question, whether the same systematics can be used in DPIAs of new 

technologies. Generally, this is not possible, since the evaluation of some protection goals 

requires concrete settings. These are often simply unknown for a new technology since it 

depends on concrete decisions of how this technology is used for a particular processing 

activity and purpose. Since the technology usually leaves a wide range of options open, 

any analysis in this direction could be conducted on a purely hypothetical basis. The result 

would thus only apply to an assumed scenario of use and be of little or no value to actually 

understand the impact of the new technology better.  

 

A DPIA of a new technology should thus only consider those protection goals that can be 

analyzed without the need of arbitrary hypothesis and assumptions. For this reason, a 

DPIA according to Article 35 of the GDPR is excluded from the scope.  

 

1.5.3 Restriction of protection goals under consideration 

This section looks at the six protection goals and discusses which of them can be analyzed 

for the new technologies in the context of mobility-based communications.  

Unlinkability: 

It was already discussed above in sections 1.3 and 1.4 above, how the newly introduced 

data protection risks in mobility-related communications are closely related to 

pseudonymity and its use to achieve unlinkability of distinct transactions of a single 

processing activity and across processing activities by different controllers that serve 

different purposes. Unlinkability is also the concept that controls the identification of a 

data subject since identification means to link to a well-established long-term identifier.  

As will be reasoned later, linkability can be understood in terms of matching different 

kinds of identifiers across otherwise disjoint data sets. Since the technology mobility-

based communications directly introduces different kinds of identifiers, unlinkability is a 

property that can indeed be studied.  

Confidentiality 

Mobility-based communications can use different communication channels and 

technologies. Different channels and communication styles (such as unicast, broadcast, 

or geocast) exhibit different confidentiality properties. In particular, depending on the 

communications technology used, different stakeholders such as intended recipient, 

network operator, and eavesdropper have access to a different subset of data and 
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metadata. The protection goal of confidentiality is therefore directly relevant for the DPIA 

of mobility-based communications.  

Confidentiality in the sense of data visibility by different stakeholders is closely related to 

unlinkability. This is evident when considering that a given stakeholder can only link two 

distinct data sets if he has the visibility of at least one common identifier in both data sets.  

Beyond communications between architectural components, confidentiality is also 

relevant in the implementation of each single component. For example, a service provider 

implementation shall restrain access to personal data according to what is needed to fulfill 

the purposes of the data processing. Without a set of concrete purposes or systems, this 

aspect of confidentiality could be treated purely on a hypothetical level and is therefore 

excluded from the scope of this DPIA.  

Integrity 

In communications, message integrity is an important issue. Each of the considered 

communications technologies uses different means (such as message authentication 

codes or electronic signatures) to guarantee integrity. What is new in a mobility context 

is that multiple channels are combined in a single transaction. The combination of 

channels does not introduce additional issues of message integrity, however. Since 

message integrity is thus not related to newly introduced risks, it is excluded from the 

scope of this DPIA. The same goes for integrity issues in the implementation of 

architectural components that could solely be discussed on a hypothetical basis.  

Availability 

By decoupling services from particular communications channels and thus supporting 

multiple alternative channels for a given message (as is done in iKoPA), the overall 

availability of services can be improved. It does not however introduce any additional 

issue to availability. Availability related risks can thus only stem from the implementation 

of architectural components which is beyond the scope of this DPIA.  

Transparency 

Transparency mandates that data subjects can understand who processes their personal 

data for what purposes. Mobility-related communications technology is agnostic of who 

employs it for which purposes. Risks stemming from lack of transparency could thus only 

be discussed on a purely hypothetical basis. They are excluded from this DPIA.  

This said, this DPIA attempts identify the risks of linkability in use scenarios rendered 

possible by the new technology. The DPIA in itself can thus be seen as contributing to 

transparency by increasing the understanding of the data protection issues introduced by 

the new technology.  

Intervenability 

The possibility of intervention by data subjects (as parts of their rights extended by the 

GDPR) is an issue of the implementation of architectural components. It strongly depends 
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on the actual processing activities. Since the new technology under assessment supports 

a very wide range of possible processing activities, any evaluation would be purely 

hypothetical and this protection goal is therefore excluded from the scope of this DPIA. 

In summary, this DPIA is solely concerned with unlinkability of different communication 

steps and the confidentiality of different data and metadata relative to different 

stakeholders.  

1.6 Outline of the Document 

The remainder of this document is structured as follows. The next section describes the 

risks that will be assessed. Then, the basic concepts are defined to describe identification 

and linking. To better understand the target of evaluation, a model of communications is 

then presented. On this basis, the concepts of the state of the art mitigation measures for 

the considered risks are described and their efficiency is assessed. On this basis, the 

residual risk of mobility-related communications after mitigation is estimated. The 

conclusions then give a summary of the situation and make recommendations for future 

actions.  
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2 RISKS TO BE ASSESSED  

While section 1.4 above has identified factors that influence risks, this section identifies 

the risks that will actually be assessed for the technology of mobility-related 

communications. For this purpose it looks at how the situation has changed from the 

times when mobility-related communications were absent to the complete roll out of this 

technology.  

The major change introduced through mobile-related communications technology is that 

data are collected and processed at large scale in areas that were previously untouched 

by digitalization. The key question is therefore how the introduction of this technology 

affects data subjects such as drivers or passengers. What risks are data subjects exposed 

to; what measures are available to mitigate those risks; and is the unavoidable residual 

risk acceptable compared to the benefits promised by the technology. 

To better understand these questions, it is useful to look at the data that are processed 

and the insight about peoples’ lives they can provide. As probably expected from mobility-

related data, they concentrate on time and location. This is for example evident in CAM 

messages that explicitly broadcast coordinates, but it is also inherent in parking lot 

reservations that also refer to a place and time.  

In data protection, location and time have long been identified as highly critical kinds of 

data. This has two reasons: 

 Location/time data is highly identifying (see for example section 3.3.2 below or 

section 4.3 “Locations” in [Art29WP 2014] on page 23).  

 Location and time enable access to a wide variety of additional data about 

behavior, preferences, and relations of a person. The following examples shall 

illustrate this: 

o Frequent location in restricted areas (such as military zones or corporate 

premises with access control) provides insight in a person’s professional 

occupation and affiliation.  

o Locating persons on hospital premises can provide clues about their 

health condition.  

o Locating persons repeatedly near places of worship or political activity at 

the same time of events (such as masses or demonstrations) can reveal 

religious or political convictions. 

o Repeated co-location of two persons usually indicates a strong 

relationship; co-location at night time indicates an intimate relationship. 

The examples illustrate that the location data can inform about a person’s health as well 

as political and religious convictions. In the GDPR [GDPR 2016], these kinds of data fall 

under Article 9 and are considered special categories of personal data that warrant 

particular protection. The location data collected in the context of mobility-related 
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communications therefore has to be considered to potentially pose a high level of risk for 

the rights and freedom of natural persons.  

In particular, three main risks are present. Namely that legitimate stakeholders or 

attackers 

(i) have access to (location) data that is linked with a long-term identifier of a 

person, 

(ii) can accumulate location data for a given person, and 

(iii) can link accumulated data with a long-term identifier of a person. 

In risk (i), it is obviously possible to deduct potentially highly sensitive facts about an 

identified person. The possibility that such information about persons becomes available 

may for example lead to chilling effects where people don’t dare to be seen at certain 

places or participate in certain activities. Depending on the possible deductions, it may 

also expose concerned persons to possible discrimination, blackmail, or attacks on 

reputation.  

In risk (ii), the person may not be directly identifiable, but it becomes possible to compile 

“profiles” or “behavioral patterns” of persons. Since location data possesses a high 

identification potential on its own, increasing accumulation of data also increases the risk 

of identification of the actual person. A practical example for this kind of risk is a parking 

reservation service that uses recurring pseudonymous identifier for a person and can thus 

link all reservations made belonging to the same person.  

In risk (iii), it is now possible to compile profiles of identified persons. This risk can be seen 

as the amplification of the risks (i) and (ii). In the former case, the accumulation of risk (i) 

data elements obviously multiplies the risks of a single data element. Actual damage to 

persons thus becomes more likely and/or more severe. In the latter case, the 

accumulation of data elements has indeed resulted in the possibility to identify the 

person. The potential damage is the same as in the former case.  

The remainder of this assessment analyzes the presence and magnitude of these risks and 

possible mitigation measures.  
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3 CONCEPTS 

The analysis of the impact of mobility-related communications technology on data 

protection requires the use of multiple concepts and terms. In order to base the reasoning 

on a sound basis, precise definitions are necessary. These are provided in the following. 

3.1 Entity 

In the context of mobility, an entity is either a (natural) person, a thing (such as a vehicle 

or a device), a named group of persons (e.g. a family or household), or an organization (or 

legal person). Obviously, entities can be related to each other in different ways. Other 

entities, such as animals may be possible, but seem irrelevant in the context of mobility.  

3.2 Identity domain 

An identity domain is an explicit or implicit management structure for entities. It is closely 

related to the rules governing the issuance and use of unique identifiers. Many identity 

domains are managed under the responsibility of an organization or authority.  

Identity domains are typically described by properties such as the following: 

 Eligible entities, i.e., which entities can be managed in a given domain. For 

example, a national identity domain operated by a government may be limited to 

persons who are either citizens or residents. A customer identity domain 

operated by a vendor may be limited to persons or companies who acquire 

products or services. Some domains may make the conditions for eligibility 

explicit.  

 Unique Identifier: Most domains issue a unique identifier such as a social security 

or a customer number. Some domains may issue multiple identifiers in parallel. 

For example, due to modernization, several countries currently maintain both, an 

old and a new social security or tax number. 

 Identifier assignment rules: These typically control the relationship between 

entities and assigned identifiers or the change of identifiers over time. Examples 

include the following: 

o An entity can have only a single identifier. 

o An identifier refers to a single entity 

o An identifier that was assigned to an entity but is no longer in use can or 

cannot be reassigned to another entity. The relevance of such rules 

become evident when looking at social security numbers or e-mail 

addresses.  

Note that assignment rules are often more complex than expected. For example, 

whiteness protection programs or undercover law enforcement operations may 

introduce exceptions of the general rules.  
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3.3 Identifier  

An identifier is a data element (e.g., a string or a structured set of data) that is related to 

an entity. In the following, we also use the term “linked” to an entity. An identifier can be 

either a unique identifier or a quasi-identifier. 

3.3.1 Unique Identifier 

A unique identifier is guaranteed to be unique in a given identity domain. In other words, 

within an identity domain, there is no possibility of “collisions” between identifiers. A 

unique identifier is liked to a single entity. It is therefore also said, that an entity is uniquely 

identified by such an identifier. 

3.3.2 Quasi-Identifier 

A quasi-identifier has a looser relation with an entity. A data element is considered a 

quasi-identifier, if at least for some eligible entities; it is possible to link the quasi-identifier 

to an entity with a certain probability. The probability may originate for example in a 

certain doubt about the linked entity (e.g., and identification with 95% probability) or 

when the quasi-identifier links to a small set of candidate entities. This definition evidently 

allows for a wide range of identification strength. Quasi-identifiers are at times 

unexpected, for example in the case of religion and country that mostly has a low 

identification potential, but can in some cases, such as Jews in Iran, be highly identifying 

(see [Cook 2017]).  

The following are examples for common quasi-identifiers: 

 Name, gender, date of birth, place of birth: As well known from the construction 

of social security numbers before computers and networks were available, this 

set of data is highly identifying. Even only the name is a quasi-identifier by itself. 

 Postal Address or location of the home and/or work place: Even without name 

and even with limited precision of the location/address, the combination of sleep 

and work place can in most cases identify an individual person. 

 Postal code, gender, and date of birth: A study by Latanya Sweeney at Carnegie 

Mellon University demonstrates how 87% of the American population can be 

uniquely identified with this data triple [Sweeney 2000]. 

 Location and time: Since entities take up time, knowing the location and time of 

an entity with good precision can uniquely identify the person. Even with less 

precision but considering a series of location/time tuples has a very high 

identification potential. For example, Montjoye et al [Montjoye 2013] 

demonstrate that in mobile communications, knowing the location only at the 

precision of the used cell tower and having only a data point per hour, only four 

spatio-temporal points are enough to uniquely identify 95% of the individuals. 

Under the title “Anonymization of location data does not work: A large-scale 

measurement study”, Zang and Bolot show that even at large scale, only few 
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frequent call destinations with a very course location are highly identifying for 

individuals [Zang 2011].  

 Data derived from location and time: It has been found that it is very difficult to 

anonymize location and time related data, for example by deleting location and 

keeping only speed or acceleration. This is demonstrated for example by Gao et 

al for speed data [Gao 2014]. Similarly, Devri et al shows how to Inferring Trip 

Destinations From Driving Habits Data [Devri 2013].  

 Device fingerprints: Device fingerprints are often highly effective at identifying a 

device. This has for example be shown for web browsers [Eckersley 2014]. 

Ferreira Torres and Jonker have studied the possibility of fingerprinting Android 

apps [Ferreira Torres 2018]. Qiang et al describe all theoretical active and passive 

fingerprinting possibilities on all layers of a WiFi communications stack [Qiang 

2015]. Vo-Huu et al describe a practical study of physical fingerprinting of Wi-Fi 

devices [Vo-Huu 2016]. They show a success rate of 95+-1% for model 

identification and 47+-3% for device identification (see table 7, page 12). Baldini 

et al published a similar study for Vehicle2X communication in C-ITS. They found 

that in real world conditions, attenuation and fading render the fingerprinting 

difficult.  

 Unique identifier of a related entity: The unique identifier of an entity of one kind 

that is shared by a small group of entities of another kind can be considered a 

quasi-identifier. For example, this holds for a vehicle identifier of a car that is used 

only in the family. Evidently, if an entity is used exclusively by another entity, this 

could even be considered a unique identifier.  

3.4 Identification of an entity 

In the conceptual framework proposed here, identification of an entity is only possible 

through the use of an identifier. In particular, there are two kinds of identification: 

3.4.1 Deterministic identification 

In deterministic identification, a unique identifier is used to determine the single related 

entity.  

3.4.2 Probabilistic identification 

In probabilistic identification, a quasi-identifier is used to determine an entity or a small 

group of entities that are related with the quasi-identifier with certain probability.  

3.5 Non-identifying data 

When a data element has the potential to identify an entity, it is considered an identifier. 

Data elements without any potential of identification are called non-identifying data, 

sometimes also anonymous data or simply data.  
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3.6 Matching of identifiers 

Matching compares two identifiers to determine whether they belong to the same entity. 

There are two kinds of matching: 

3.6.1 Deterministic matching 

In deterministic matching, two unique identifiers are compared and considered to belong 

to the same entity if they are equal. In deterministic matching, only identifiers originating 

from the same identity domain can be compared.  

3.6.2 Probabilistic matching 

In probabilistic matching, two quasi-identifiers are compared and considered to belong to 

the same entity with a certain probability if they are found to be similar or close. The exact 

semantics of similarity or closeness depend on the type of quasi-identifier used, as 

illustrated in the following examples: 

 Names: Data elements representing the name of persons may not always match 

by equality. Differences in representations of a name may originate from the 

order of first and last name, the number of first or last names4 that are captured, 

possibly truncation of very large names, the use of short or nick names as opposed 

to the official name (e.g., Bob or Rob instead of Robert), the use of initials, the 

use of suffixes (such as Senior, Junior, the third), possibly in abbreviated form (Sr., 

Jr., 3rd), spelling errors, transcoding of special characters such as German Umlauts 

(‘ü’ vs. ‘ue’), and possibly more. Matching on names is therefore typically based 

on similarity. The matching is probabilistic, since there may be homonyms5 and 

since similar names can only be related with a certain probability.  

 Location: Location inherently can only be measured with limited resolution and 

precision. Thus, even measuring the same location twice will likely result in 

different coordinate values. The matching of location is thus based on proximity, 

i.e. the distance between two locations.  

 Kinetic Data: Kinetic data describes the movement of entities at a given point of 

time. This is for example used in CAM messages where the current location, 

velocity and acceleration of a vehicle is communicated. Such data allows to 

estimate the entities’ locations in the past and in the future. To match two kinetic 

data sets, a point of time has to be chosen for which the location is estimated. If 

the estimate based on one data set is close to that based on the other data set, 

                                                           

 

 
4  Note, that in some countries such as Portugal, last names can consist of a significant number of family 

names (see for example [Wikipedia Portuguese Name]).  

5  i.e. distinct persons with the same name, see for example http://www.yourdictionary.com/homonym.  
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there is a probabilistic match. Such matching can be significantly enhanced by 

taking context into account. For example, matching certainty can be increased by 

concurrently matching a set of vehicles (and thus accounting for each one), taking 

into account road maps that restrict assumptions on the possible and probable 

motion (stay on road, speed limits, corner radius, etc.), or reducing uncertainty 

by matching on additional data such as vehicle dimensions (that are also 

contained in CAM messages).  

3.7 Linking of distinct data sets 

Linking consists of relating two data sets on the basis that they describe the same entity. 

There are two kinds of linking: 

3.7.1 Deterministic linking of distinct data sets 

In deterministic linking, two data sets are related since both contain the same unique 

identifier. In other words, a unique identifier contained in one set deterministically 

matches with a unique identifier of the other set. From a set theoretical point of view, the 

sets’ intersection contains a unique identifier. 

3.7.2 Probabilistic linking of distinct data sets 

In probabilistic linking, two data sets are related with a certain probability when they 

contain a similar or close quasi-identifier. In other words, a quasi-identifier contained in 

one set probabilistically matches with a quasi-identifier of the other set.  

3.8 Intended scope of an identifier 

The intended scope of an identifier restricts who can use an identifier for what purpose 

and for what time period. The following examples shall demonstrate this: 

 A transaction pseudonym is used only by the stakeholders who participate in a 

transaction, only for the purpose of a transaction, and only in the time period 

necessary to complete the transaction.  

 A customer number is typically used only be the customer and the vendor for the 

purpose of supporting purchases and is valid for the period in which customers 

are active. 
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 A nationally unique identification number (such as a social security or tax number) 

may be used for many different purposes by many stakeholders over the whole 

life time of the concerned person6.  

There may be various technical measures to enforce the intended scope: 

 Removing the identification potential of the identifier (as is typically done for 

pseudonyms) limits the usefulness of an identifier outside its intended scope and 

thus removes the motivation of other stakeholders to reuse it for unintended 

purposes. 

 Access control and confidentiality measures can limit the visibility of an identifier 

to those stakeholders foreseen by the intended scope. 

 Deletion can enforce the intended temporal scope.  

 Legislation may prohibit the use of an identifier outside its intended scope. This is 

for example the case in Belgium where the scope of national register number is 

restricted in article 8 of the law regulating the organization of the national register 

[Belgium 1983]. Similarly, the GDPR [GDPR 2016], in the opening clause of its 

article 87, allows member states to restrict the use of national identification 

number or any other identifier of general application.  

3.9 Pseudonym  

A pseudonym is an identifier designed to: 

1. Prevent the identification of the related entity by unauthorized stakeholders by 

rendering identification prohibitively difficult or costly. 

2. Optionally enable authorized stakeholders only to identify the related entity through 

the use of additional data (such as a cryptographic key or a lookup table). 

In the case that identification is possible, the access to the necessary additional data must 

be closely controlled and restricted to authorized stakeholders for authorized purposes 

under well-defined conditions.  

3.10 Credential 

In communications, it is often not sufficient, that participants themselves claim a certain 

identity by presenting a unique identifier. It is necessary to provide means that enable 

participants to trust the identifiers presented by others. Credentials are used to provide 

trustworthiness to an identifier. 

                                                           

 

 
6  For example in Italy, the Codice Fiscale is not only used for tax purposes, but also in every other branch of 

government (including health care) as well as by banks, insurances or in any formal declaration or 

contract.  
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Credentials typically consist of the following parts: 

1. A unique identifier of the entity, 

2. optionally additional data describing the entity, 

3. an identifier of a trusted party that issued the credential,  

4. a means for verifying that the credential is valid, 

5. a means for verifying that the credential was indeed issued by the claimed trusted 

party.  

6. a means for verifying that it is indeed the entity described by the identifier who 

presents the credential, and 

Examples for credentials are X.509 certificates [Cooper 2008] or SAML bearer assertions 

[OASIS 2005a]. The different parts of a credential shall be further illustrated using these 

examples: 

In X.509 certificates, the unique identifier is typically part of the subject common name, 

most commonly either the distinguished name or the subject serial number. The issuer is 

declared in the issuer field. The validity of the certificate is verified by comparing the 

current date to the validity period. In addition, extensions like the extended key usage can 

be used for further validation. The issuer’s signature of the certificate allows verifying 

point 5. It can be verified with an appropriate cryptographic protocol (such as TLS) 

whether the entity presenting the certificate is its legitimate holder. This is done though 

inclusion of the entities public key in the certificate (subject public key information) and a 

challenge and response handshake (e.g., the TLS handshake) that proofs possession of the 

related private key.  

In a SAML bearer assertion, the saml:NameID within the saml:Subject contains a possibly 

short-lived unique identifier and a longer lived identifier of the entity can be declared in 

the uid saml:Attribute. SAML is perfectly suited to express other data about the entity in 

different kinds of saml:Attribues. For example, the mail attribute provides an e-mail 

address. The issuer of a SAML assertion is declared in the saml:Issuer. The validity of the 

credential can be verified based on the saml:Condition element with its NotBefore and 

NotOnOrAfter attributes. The issuer is verified through an XML-signature contained in 

saml:Signature. Bearer assertions (as opposed to holder of key assertions) fail to use 

cryptographic keys to proof that the assertion is presented by the legitimate holder. 

Instead, there are other (if weaker) means to verify that the assertion is not presented 

after theft. These verifications for example involve the AudienceRestriction element and 

the verification, that the subject's browser was “directly redirected” (see [OASIS 2005b] 

section 7.1.1.3, page 24).  
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4 MODEL OF COMMUNICATIONS 

In a mobility setting, transactions can use communications over multiple channels. As a 

basis for the analysis of linkability in such transactions, this section lays out a model of 

communications.  

4.1 Communication Stacks 

Technical communication systems are typically structured in multiple layers with the 

physical layer at the bottom and the actual application message at the top. This is best 

known from the OSI Layer Model (see ISO/IEC 7498-1 or [Wikipedia OSI_model]) and is 

depicted in Figure 1. 

 
Figure 1: The OSI Model7 

Other layer models apart from OSI exist. The exact number of layers varies with the model 

used. This is illustrated by the TCP/IP stack in Figure 2. While the figure leaves away the 

physical layer, the remaining four layers compare to six layers in the OSI model of Figure 

1.  

                                                           

 

 
7  Source: https://commons.wikimedia.org/wiki/File:OSI_Model_v1.svg, File: Osi-model-jb.svg by JB Hewitt 

Author of SVG edition: Gorivero, GNU Free Documentation License, Version 1.2 and Creative Commons 

Attribution-Share Alike 3.0 Unported, last visited 7/11/2018.  

https://commons.wikimedia.org/wiki/File:OSI_Model_v1.svg
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Figure 2: The TCP/IP stack8 

Figure 3 shows three alternative protocol stacks for HTTP applications. While it operates 

in the same technology domain as that shown in Figure 2, it illustrates well that the 

protocols in a stack and their number can vary with the concrete implementation of a 

communication-based application.  

 

 
Figure 3: Comparing Protocol Stacks by Jordi Palet9 

 

                                                           

 

 
8  Source: https://commons.wikimedia.org/wiki/File:TCP-IP_Model_-_en.png, Author: MichelBakni,  

Date: 8 October 2017, Creative Commons Attribution-Share Alike 4.0 International, last visited 

7/11/2018.  

9  Source: Jordi Palet, A new Internet? Intro to HTTP/2, QUIC, DoH and DNS over QUIC, APNIC46 

Conference, Noumea, New Caledonia, 6 to 13 September 2018, https://www.slideshare.net/apnic/a-

new-internet-intro-to-http2-quic-doh-and-dns-over-quic/18, last visited 7/11/2018.  

https://commons.wikimedia.org/wiki/File:TCP-IP_Model_-_en.png
https://www.slideshare.net/apnic/a-new-internet-intro-to-http2-quic-doh-and-dns-over-quic/18
https://www.slideshare.net/apnic/a-new-internet-intro-to-http2-quic-doh-and-dns-over-quic/18


MODEL OF COMMUNICATIONS 

 

 

Deliverable D3.3  |  Version 1.0  |  2018-12-17 25 

4.2 Identifiers used in Communications Stacks 

Most of the various layers of communications stacks introduce identifiers for different 

purposes. This section provides some examples for this to introduce the concept. More 

examples for stacks that are particularly relevant in the context of mobility will be given 

later. 

The physical layer of communications is typically implemented by communications 

devices. Due to manufacturing tolerances and slight variation between individual devices 

even of the same make and model, it is often possible to fingerprint the devices. 

Fingerprints, while not unique, often permit to distinguish between or in some cases even 

identify individual devices. Fingerprints can therefore be seen as quasi-identifiers. In the 

case of personal devices or devices used by a small group of persons, fingerprints can also 

be used for the probabilistic identification of persons.  

Some examples of device fingerprinting from the literature were already provided in 

section 2.3.2 above. 

At the link layer, when devices access a communications media such as a coaxial cable or 

the airwaves, it is necessary to use a unique identifier that permits to address the device 

among all other devices connected to the same media. This identifier is called Media 

Access Control Address or in short MAC Address. Another identifier used by  WiFi Access 

points is the BSSID (see for example [Wikipedia Service set]).  

At the network layer, a unique identifier that specifies the destination address of packets 

is necessary for routing. A prime example for this is the IP Address. 

The transport layer may introduce quasi-identifiers. Prime examples are TCP Timestamps. 

Vanrykel et al illustrate how they can be used to identify the sources of network traffic 

with a high success rate even when they are hidden behind a network address translation 

that assigns the same network address to all sources (see [Vanrykel 2017]).  

Also the session layer may introduce unique identifiers. This is for example evident when 

TLS with client certificates are used. Certificates contain many unique identifiers including 

the certificate serial number, the subject distinguished name, and the public key. In all 

versions of SSL and in TLS up to version 1.2, the certificates are exchanged in the 

unencrypted part of the handshake. In TLS 1.3, in contrast, the certificates are encrypted 

during the exchange.  

Also the application layer can introduce a wide variety of identifiers. In this layer reside 

identifiers such as the following: 

 Unique identifiers like user names that are used in the login that is used to restrict 

access to the application to legitimate users. 

 Unique identifiers such as transaction pseudonyms or session IDs that permit to 

connect multiple accesses in a stateless protocol such as HTTP. 

 Pseudo-identifiers such as a browser fingerprint. 
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Note that there are a variety of mechanisms to communicate identifiers. In a web context 

it could for example be contained in the HTTP header in the form of a Basic Authentication 

header or a cookie. Alternatively, it may be conveyed as part of the HTTP data section, for 

example, as part of a HTML Form.  

In the context of communications, it is common to use the terms data and metadata. Data 

usually refers to the actual application message that is sent and is restricted to the 

application layer. But even in the application layer, metadata is exchanged. In a web 

context, for example, POST data is usually considered data while HTTP headers can 

already be considered metadata.  

The distinction between data and metadata is not relevant for the present discussion of 

linkability. Instead, all identifiers across all layers of protocol stacks are considered. This 

section has also illustrated how dangerous it would be to base a study of linkability solely 

on data while leaving all identifiers of lower layers out of consideration.  

 

4.3 Transaction and Session Identifiers 

The previous subsection looked at identifiers used in communication stacks. This usually 

covers a temporally contiguous exchange between two parties, such as a client and a 

server. This section looks at the needs of applications to logically group messages over 

longer periods of time and the kinds of identifiers that this requires. 

How the possibilities to logically group messages is limited in the communications model 

discussed so far is best illustrated at the example of a web service. Here, the client first 

establishes a TCP connection to the server. This TCP connection represents a session that 

logically groups all messages sent through it. It is identified by the client’s IP address and 

port number. At a minimum, it groups an HTTP request with the corresponding HTTP 

response. There may however be many related requests and responses in the same TCP 

connection. It is never possible, that several applications share the same TCP connection.  

A TCP connection has a limited life time. When unused, it times out10. Similarly, when the 

application, such as the browser, that opened the TCP connection is terminated, the TCP 

connection is also closed.  

Many applications require the concept of a session or a transaction that is used to logically 

group different communication steps.  

                                                           

 

 
10  The time out seems to occur after about two hours, see 

https://stackoverflow.com/questions/158674/tcp-connection-life (visited on 9/11/2018) 

https://stackoverflow.com/questions/158674/tcp-connection-life
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For this purpose, applications issue a specific unique identifier that is used to group 

logically related communication steps. Typical examples are session IDs, transaction IDs, 

or transaction pseudonyms. One of many possible ways to manage such identifiers is 

through the use of HTTP cookies, often called session cookies. It is worth noting that 

cookies are able to span multiple TCP connections.  

This subsection has thus introduced an additional type of identifier that is typically used 

in communications and that will be relevant for the further discussion. 

 

4.4 Actors of Communications 

There are usually several actors involved in communications. Figure 4 illustrates those 

actors that can potentially have access to identifiers that are exchanged in a 

communication. Actors are represented by rounded boxes and are arranged around a 

communications stack that is shown in gray. The main actors are shown with full lines, the 

various attackers are shown with dashed lines.  

The probably most obvious actors participating in the communication are the sender and 

the recipient. In the context of this document, they both operate computing equipment 

that manages data. This in turn incorporates hardware that is necessary to access the 

network for sending or receiving data, respectively.  

In the case of a direct radio communication between sender and recipient, the 

communication is conducted “over the air”. In other words, it doesn’t require any network 

infrastructure that is operated by actors other than the sender and recipient.  

In most other cases however, the network is represented by infrastructure that has to be 

operated. For example, mobile communications require cell towers and a packet network 

between these towers. The network operator is then usually responsible for operating the 

towers and the routing of packets between towers.  

Larger packet networks, most prominently the Internet, are typically operated by a 

multitude of network operators. This is for example evident in the fact, that a 

communication path usually traverses many routers that are owned and operated by 

different parties.  

Apart from the main actors, namely the sender, the recipient, and the network operators, 

various kinds of attackers may gain access to data. Namely, attackers can target the 

sender or recipient, respectively, and gain access to data before or after it is 

communicated. Also, attackers may target the network infrastructure (or the network 

operators) and obtain data while it is in transfer.  

Passive network attackers are usually called “eavesdroppers”. But there are many kinds 

of active attacks. For example, in “Man in the Middle” (MITM) attacks, the packet routing 

is manipulated in a way that lets the attacker gain access to and potentially manipulate 
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the transferred data. In another active attack, the sender could be tricked into 

communicating with the attacker much rather than with the intended recipient.  

 

    
Figure 4: Actors of Communications. 

 

In network communications, different addressing methods are used (see for example 

[Wikipedia Addressing Methods]). Figure 4 depicts the case of unicast where a sender’s 

message is addressed to a single recipient. Also relevant to the discussion at hand are 

broadcast, where a sender addresses all recipients able to receive the message, and 

geocast, where a sender addresses all recipients within a certain range (i.e., distance). 

Geocast is similar to broadcast in the way the message is sent. There are two main 

differences to broadcast: 

 The recipient verifies to be within the intended range and otherwise drops the 

message and 

 recipients can act as relay stations by rebroadcasting a received message where 

the range of the initial broadcast is inferior to the range specified in the 

addressing (see for example [Festag 2014] Figure 3 on page 170). A message can 

then reach a recipient in multiple hops.  

 

4.5 Visibility of Communications Data by different Actors 

In preparation of a discussion of linkability, it becomes relevant which actor is able to see 

which subset of communications data, most relevantly identifiers. This section briefly 

describes the need of certain actors to see certain data and the mechanisms that can 

remove the visibility of certain data. A discussion of concrete cases is left for later. 

Accounting for visibility is important to evaluate the potential for misuse of identifiers, for 

example to identify a person behind a communication, to track that person, or to compile 

behavioral profiles of that person.  
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Assuming that in the scenarios that will be discussed later, the sender is usually a person 

whose privacy needs to be protected; data and identifiers visible to the sender are usually 

uncritical. The critical actors are therefore the recipient(s), the network operator(s), and 

the potential attackers. Attackers, depending on their capability, can potentially see all 

the data that is visible to the actor they attack. While visibility is potentially the same, the 

difference is that their motivation and willingness for criminal action is largely different 

from that of the main actors. 

While the purpose of the communication is to transfer a message of application data from 

the sender to the recipient, the above discussion shows that a wide range of identifiers 

that represent metadata is used in the protocol stacks. Obviously, this data serves a 

purpose and its visibility to certain actors is necessary in order for them to fulfil their 

function in the communication. 

This is probably most evident for network operators. When they operate a link media, 

such as a WiFi access point, they obviously need to know link layer identifiers such as MAC 

addresses for routing packages in their infrastructure. At the higher (inter-)network layer, 

the recipients network address is obviously necessary for routing of data packets to the 

recipient.  

Similarly, recipients not only need visibility of the application data but also identifiers from 

lower layers in order to fulfill their function. A prime example is the network address of 

the sender, without which it would be impossible to send a response to a request.  

That said, not all actors need visibility of all identifiers or other data of the stack. For 

example, consider a heterogeneous (inter-)network where a sender uses connects to a 

WiFi network to reach a recipient connected over an ISP with a fiber connection. In this 

case, a message is handled by a multitude of network operators, starting from the WiFi 

provider over multiple operators of Internet backbone segments to the recipient’s ISP. 

Evidently, identifiers necessary to operate the first WiFi uplink are irrelevant for the tasks 

of the successive network operators.  

An ideal technical design of a communications system would give every actor exactly the 

visibility that is absolutely needed. Historically however, privacy (and sometimes also 

security) was not always considered an objective of protocol design. But there is a recent 

trend of increasingly fixing this situation. Probably the best example is the Internet at 

large. It started with the transfer of clear text messages that were fully visible to network 

operators. This was not only the case for the web and HTTP, but also for other kinds of 

applications such as e-mail (i.e., SMTP). A clear discussion of the trend to add privacy to 

the Internet was recently given by Jürgen Schmidt ([Schmidt 2018], in German). It 

describes how an important trigger for the trend were the Snowden revelations, how the 

web has reached a good degree of privacy protection in the past five years, but that the 

protection in the rolled out DNS was still badly lacking.  
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Another example for the trend to restrict identifiers to those necessary for the task was 

recently reported by Whittaker for the Signal messaging application [Whittaker 2018]. He 

states: “Dubbed ‘sealed sender,’ the messaging app will soon hide a sender’s information 

inside the envelope of an encrypted message.” This reveals the sender address to the 

recipient who can then reply, but prevents access by the network operators and possible 

attackers. 

Another prime example is the redesign of the Transport Layer Security protocol (TLS) 

[Rescorla 2018]. Du Toit states that “The first TLS working group design goal for TLS 1.3 

was to reduce observable data, and they have succeeded for the most part.” (see [Du Toit 

2017], page 04, last paragraph of left column). He further writes that “A TLS 1.3 server 

sends the X.509 certificate, with an optional stapled OCSP response, during the encrypted 

phase of the handshake” (see same paragraph). This is a major difference to TLS 1.2 where 

the certificates were exchanged unencrypted. It means that the certificates with their 

unique identifiers are now invisible to the network operators that need no visibility for 

fulfilling their task.  

Beyond looking at individual protocols and communication stack, the overall design of a 

possibly complex communicative application should have the goal of limiting visibility of 

identifiers to what the various actors require for their tasks. Mechanisms to achieve this 

include the use of suitable protocols, network address translation (many individuals are 

represented by a single address), the use of (transaction pseudonyms) instead of long-

term identifiers, and intermediation designed to hide certain information from other 

actors. These will be discussed later in this document.  

4.6 Context of Single Stack Communications 

So far, the present section has considered identifiers and their visibility of a single 

application on a single communications stack. This subsection explores the wider context 

of communication to determine whether additional identifiers related to the 

communication are readily available. For this purpose, it looks at collateral data, i.e., 

related data that is readily available through services and at other applications of the 

same sender that may communicate over the same stack.  

 

4.6.1 Collateral Data 

Free and for-pay services exist, that allow the lookup of related identifiers when provided 

with an identifier that is used in a communications stack. This subsection provides 

examples. 

The probably best-known example is the lookup of geolocations from IP addresses. One 

of the most utilized services is provided by Google [Google 2018] but there is a wide 

selection of similar services [The ipdata Team 2018]. The lookup of a geolocation from an 

https://techcrunch.com/author/zack-whittaker/
https://techcrunch.com/author/zack-whittaker/
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IP address was even standardized in the W3C’s Geolocation API Specification [Popescu 

2016].  

It seems that the accuracy of the underlying data bases goes well beyond just a collection 

of information available from ISPs. [Stackoverflow 2009] and [Superuser 2009] suggest 

that the data was among others collected by accessing the GPS location and visible WiFi 

access points from a user’s mobile phone while they access a Google service from a given 

IP address of a PC.  

Similar services exist based on the BSSIDs of WiFi access points and for the location of 

cellular towers of mobile networks.  

As reasoned above, geolocations must be considered quasi-identifiers. Using maps, they 

can be further linked with other quasi-identifiers such as street addresses or ZIP codes or 

with other data such as “poor residential area” or “restricted military zone”.  

 

4.6.2 Other Applications on the Same Communications Channel 

Another way for an actor to obtain additional identifiers from the context of 

communications are the identifiers used by other applications that communicate over the 

same communications stack.  

The following example shall illustrate that. Assume a user is connected to an IP network 

with dynamic assignment of addresses (i.e., DHCP). Then, for a certain time period, a given 

user will use the same IP address for different applications run on the same PC.  

Further assume that this user runs two applications in this time period. One that is well-

designed and avoids any leakage of unnecessary identifiers and a second one that is more 

leaky, for example by presenting a client certificate in a TLS 1.2 handshake.  

In this scenario, a network operator who runs some router along the way of both 

applications sees solely the user’s IP address from the first application, but sees the IP 

address and the client certificate from the second application.  

When only the first application is used at different points of time where different IP 

addresses are assigned, the network operator cannot link the communications.  

This changes when also the second application it used. Now, not only the communications 

of the second application can be linked on the certificate, but also the communications of 

the first application that use the same pseudonymous IP addresses as the second 

application.  

This example illustrates how it is important to consider also other applications that 

communicate over the same stack when determining which identifiers are visible to which 

actors.  

It is interesting to note that a considerable number of applications exist that almost seem 

to be designed to advertise additional identifiers over the same stack. These will be called 
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“beacon applications” in the sequel. Such applications have been discovered and studied 

by Vanrykel et al [Vanrykel 2017]. Like beacons, they leak all kinds of long-term identifiers 

in clear text over the same channel. Linking such identifiers to well-protected applications 

without any leaks can be achieved over the IP address, or in case of network address 

translation that renders this difficult, over the TCP time stamp (that was also discussed 

above as quasi-identifier).  

 

4.7 Multi-Stack Communications 

So far, the identifiers occurring in communications across a single stack and its context 

have been discussed. This section explores how communications across multiple stack 

impact on the situation. For this purpose, it looks at the use of multiple stacks for a single 

transaction and at communications from related stacks that may reveal additional 

identifiers.  

4.7.1 Multiple Stacks used in a Single Transaction 

Figure 5 shows a simple scenario of a parking lot reservation service 11 . The single 

transaction of reserving and then access a parking lot based on this reservation is 

illustrated. Evidently the transaction consists of multiple steps, each of which using a 

potentially different communications stack and thus introducing different identifiers.  

In the shown scenario, a transaction is initiated by a person still at work who wants to 

book a parking lot for an after work activity. For this purpose, the person uses a 

reservation app on a smartphone or tablet to contact a reservation service that knows 

about the availability of parking lots in different locations. A successful reservation results 

in a ticket that is managed by the app. This communications is conducted over a normal 

internet connection using the HTTP protocol.  

When arriving at the barrier of the booked parking lot, the car is meant to present the 

ticket; the latter therefore has to first be transferred from the app to the vehicle. This is 

done when the person arrives in the car and the smartphone (or tablet automatically) 

connects with the car’s WiFi access point. For this to work automatically, it was necessary 

to previously couple the smartphone with the access point to enable automatic 

authorization.  

When arrived at the barrier of the parking lot, the vehicle then presents the ticket either 

over vehicle2x communications or by presenting an RFID.  

                                                           

 

 
11  This scenario is somewhat similar to an iKoPA use case but is modified to keep it much simpler and still 

show the essence of using multiple stacks in the same transaction.  
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Before opening the barrier, the ticket has to be validated with the reservation service. For 

this purpose, an internal IP network is used. 

 

 
Figure 5: Example of a Transaction involving multiple Stacks. 

This example illustrates how real world transactions often involve a multitude of 

communications stacks. This not only multiplies the identifiers used, but also determines 

the involved actors. For example, it is evident in the scenario, that a multitude of network 

operators are involved and that attackers have multiple options to obtain access to 

various identifiers.  

The figure shows a single actor responsible for both, the reservation handling and the 

parking lot. In a slight but realistic variation, many parking lot operators are likely to 

collaborate with a few large reservation services. This is way more convenient for drivers 

who can then cover most of their parking needs with a single reservation app.  

This subsection has thus demonstrated that when looking at privacy risks, it is insufficient 

to look at a single stack with its identifiers, but instead, all involved stacks and actors have 

to be considered.  

 

4.7.2 Stacks not involved in the Transaction of Interest 

The previous subsection has underlined the importance of considering all stacks involved 

in a transaction of a given application; this subsection reasons that beyond this, other 

applications and stacks may provide access to additional identifiers of the same person. 

These therefore need to be identified and taken into account.  

In the previous subsection, those stacks were selected that all participate in a common 

transaction. The “linking” was thus based on transactions. Here, stacks become relevant, 

since they can be linked based on location and time. 
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Assume for example that an attacker observes all radio communications of vehicles in 

front of an entry barrier of a parking lot. Then, not only the presentation of the ticket to 

the barrier can be observed, but in addition the identifiers of the following other 

communications stacks: 

 CAM messages that are sent every few seconds as part of C-ITS, 

 the beacon frames of the car’s WiFi access point that can be obtained even 

through passive scanning (see [Fuxjaeger 2016] page 2, section III A),  

 the MAC addresses of the cars’ Bluetooth multi-media devices,  

 WiFi and Bluetooth MAC Addresses of personal devices carried by drivers or 

passenger, and 

 communications with RFID tags that may be present in the car.  

Ullmann et al describe the “secondary vehicle identifiers” based on built-in Bluetooth and 

WiFi equipment in [Ullmann 2017a]. Fuxjaeger et al describe the observation of MAC 

Addresses of personal devices in vehicles in motion [Fuxjaeger 2016]. Ali also shows the 

capturing of Bluetooth addresses from driving vehicles [Ali 2016]. In another paper, 

Ullmann et al argue that CAM messages can be linked with unique vehicle identifiers of 

built-in WiFi or Bluetooth equipment (see [Ullmann 2017b], page 41, section VII A).  

The wealth of data acquisition equipment available on the market shows how common 

the detection of WiFi and Bluetooth identifiers in a traffic context already is (see for 

example [TrafficCast International 2018] and [Traffic Solutions Inc. 2018]).  

In addition to these radio-based stacks, license plates can be read with optical sensors 

even at large scale (see for example [EFF 2018], [Wikipedia ANPR], [Wikipedia ANPR UK], 

[Parkeon 2018], and [Nikel 2018]).  

This discussion shows that a wealth of identifiers is available from other sources than the 

possibly carefully designed applications that are considered in the foreground of C-ITS. A 

risk assessment that ignores these possibilities would be incomplete and potentially 

misleading. The mentioned additional stacks therefore have to be taken into 

consideration.  
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5 AVAILABLE MITIGATION MEASURES AND THEIR LIMITATIONS 

This section looks at the mitigation measures to address the risks of mobility-related 

communications technology. It falls short of providing a complete set of measures that 

consistently results in acceptable residual risks. Much rather, it describes the major 

currently taken approaches and points out their limitations. The description of such 

limitations, together with the absence of an obvious solution, may pose questions about 

how well the privacy of this new technology is under control. 

For convenience, the following recalls the risks that need to be mitigated (copied from 

section 2 above). The three major risks are that legitimate stakeholders or attackers 

(i) have access to (location) data that is linked with a long-term identifier of a 

person, 

(ii) can accumulate location data for a given person, and 

(iii) can link accumulated data with a long-term identifier of a person. 

The various mitigation measures are discussed in the following. 

5.1 Pseudonyms 

5.1.1 How the risk is mitigated 

Risk (i) consists of the possibility to identify the person that is associated with (location) 

data. This risk has obviously materialized when the location data is associated with a well-

known long-term identifier of an entity. The present mitigation measure therefore uses 

pseudonyms (see definition in section 3.9) in place of long-term identifiers. Re-

identification (based on additional data such as keys or lookup tables) shall be either 

impossible even for data controllers themselves, or rigidly controlled and only possible in 

well-defined cases under well-defined conditions.  

5.1.2 Where the measure is applied 

This mitigation measure finds a wide range of application in the field of C-ITS and iKoPA. 

Most prominently, such pseudonyms are used in authorization certificates that sign CAM 

messages and to identify reservation transactions in iKoPA (see for example [iKoPA D5v2 

2018], section3). The use of pseudonyms was also prominently stated in the iKoPA 

requirement, as for example in “REQ-PUL-004 Pseudonymization” (see [iKoPA D1v2 

2018], page 193).  

5.1.3 Effectiveness of the measure 

In the areas where this measure is applied, it seems to be effective. This means that 

undesired re-identification based on the pseudonym is highly unlikely. 
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5.1.4 Limitations of the measure 

The limitations of this measure thus do not lie in a lack of effectiveness, but much rather 

in the fact that it has not been applied across the board in all areas that require such a 

measure.  

This is most evident in the Bluetooth and WiFi systems present in a vehicle12. Whenever 

they are in use, they leak long-term identifiers such as MAC addresses (see [Ullmann 

2017b], page 39, section V B 2). These are not only linkable to the location of observation, 

but also to locations from CAM messages (see [Ullmann 2017b], page 41, section VII A). 

Similarly, even the RFID technology with privacy protection (see [iKoPA D1v2 2018], 

section 4.3.1.4) uses a long-term Electronic Product Code (EPC) and the privacy features 

barely limit its visibility. This means that eavesdroppers are now unable to see a recurring 

identifier of the RFID tag, but parties authorized through a symmetric key13 will always 

obtain the same unchanged identifiers. Evidently, an RFID must thus be considered a long-

term identifier much rather than a pseudonym.  

Besides these radio-based communications stacks, also vehicle license numbers should be 

mentioned here, since they represent long-term identifiers.  

The limitations of this mitigation measure can only be overcome when all linkable long-

term identifiers are replaces by pseudonyms. This seems far from easy, however. While 

legal means are certainly possible14, technical avoidance of such “identity beacons”, if at 

all feasible, would be rather complex, costly, and slow to roll out.  

It would for example entail the possibility to frequently change WiFi MAC addresses, 

possibly even during ongoing communications. Changing MAC addresses would however 

require new versions of the various IEEE 802.11 standards which in turn would then need 

to be implemented in actual devices and rolled out to consumers.  

Similarly, the current RFID standards fail to support pseudonyms and new versions of RFID 

standards would be required. Also the avoidance of vehicle license plates or the 

eradication of the currently rather popular automatic license number recognition (ALNR) 

are difficult to imagine at this point of time.  

                                                           

 

 
12  The systems could either be built-in or part of personal devices such as smart phones of passengers.  

13  Such authorized parties are for example parking lot operators whose barriers need to verify reservation 

tickets presented via RFID.  

14  One could argue that most likely, the GDPR already puts strong limitations on the acquisition of such long-

term identifiers. They would have to be required for a legitimate and lawful purpose and it would be 

necessary to demonstrate that the use of a pseudonym--with much lower risks for the rights and freedom 

of the concerned data subject—is not a viable alternative to fulfill this purpose.  
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5.2 Identifier Changes to Limit Possibilities of Accumulation of Data 

5.2.1 How the risk is mitigated 

Risk (ii) consists in the possibility to accumulate data about a person. Accumulation of 

data is only possible if it is possible to determine that distinct data sets belong to the same 

person. As has been reasoned in sections 3.6 and 3.7 above, this is only possible based on 

the matching of identifiers. The essence of this mitigation measure is therefore to change 

the (pseudonymous) identifiers in a way to render such matching impossible.  

5.2.2 Where the measure is applied 

Ideally, this renders aggregation impossible altogether. For example, this was an explicit 

requirement in iKoPA for parking reservations (see “REQ-PUL-009 Unlinkability of multiple 

reservations” in [iKoPA D1v2 2018], page 194).  

In a weakened form, the identifier changes permit aggregation but limit its possible scale. 

This seems to be the incentive of changes of pseudonymous authorization certificates in 

C-ITS (see for example [ETSI 2018b]). Here, one of the possible strategies is to limit the 

time interval in which a pseudonym is used. The accumulation is then intended to also be 

limited to this time interval.  

5.2.3 Effectiveness of the measure 

The following discusses different aspects of effectiveness of this mitigation measure.  

5.2.3.1 Effectiveness for different kinds of identifiers 

For this discussion, it is essential to note that the considered data (see section 2 above) 

contains at least two identifiers, a unique pseudonymous identifier and a location as 

quasi-identifier. For example, a parking reservation contains the transaction pseudonym 

of the reservation/ticket and the location of the booked parking lot. Similarly, a CAM 

message contains the pseudonymous authorization certificate and the location 

coordinates.  

For the avoidance of accumulation, it is thus necessary to render matching of all available 

identifiers impossible. With (pseudonymous) unique identifiers, this is easily achieved 

through simple change.  

With the quasi-identifier of precise kinetic data as they are used in CAM messages, 

preventing probabilistic matching cannot be achieved with simple change of the location. 

Here, strategies that prevent matching are more complex. For example, Freudiger et al 

propose “Mix Zones” [Freudiger 2007]. Here, an interruption of CAM transmissions in a 

predetermined geographic zone is used, to raise the temporal and locational distance 

between consecutive data set enough, that probabilistic matching becomes difficult. 

Evidently, this would not be effective for a lone car on a highway without junctions. It is 

only then effective, when multiple vehicles are present and “mix” sufficiently, that their 

future position is not easy to predict.  
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This example makes it evident, that it is not straight forward to evaluate the effectiveness 

of strategies to avoid matching of precise location quasi-identifiers. It may for example 

depend on difficult to control factors as the number of cars that transition a mix zone.  

5.2.3.2 Effectiveness for multiple identifiers from a single stack 

The discussion so far has focused on the application layer of the stack. Here, in addition, 

the identifiers from lower levels of the stack are considered.  

Evidently, it is mute to change the application layer pseudonym, when lower levels of the 

stack use the same unique identifier unchanged. Every actor who sees that identifier can 

then match and consequently accumulate data. The present mitigation measure is thus 

only then effective, when all unique identifiers throughout the stack are changed in a 

coordinated fashion.  

This is well recognized for vehicle2x messaging. It is for example explicitly addressed by 

William Whyte in his presentation on the design process and design decisions of IEEE 

1609.215 (see slide 23 in [Whyte 2016] that is shown in Figure 6). The highlighting of 

“Change all identifiers in the stack simultaneously” was added by the author of this report.  

 
Figure 6: Slide 23 from [Whyte 2016] (red highlighting added by author). 

                                                           

 

 
15  Note that IEEE 1609 is different from C-ITS in as much as it uses application-layer-security instead of 

network-layer-security. But it was the only explicit statement that the identifiers in the stack are changed 

simultaneously that the author could find and this surely applies to C-ITS also.  
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In vehicle2x communications, such as simultaneous change is possible, since the same 

actor is in control of all layers of the stack. 

For other stacks used in mobility-related communications, this may not be the case, 

however. Consider for example the reservations of parking spaces over a smartphone app. 

Here, the reservation service obtains the transaction pseudonym presented by the app. 

Such pseudonyms should be used only once (see section 3.2.4.2 on page 19 in [iKoPA 

D5v2]). The change-over of such pseudonyms is controlled by the reservation app. On a 

lower layer of the internet-based communications, the reservation service sees also the 

IP address. The change of the IP address is controlled by the mobile network operator and 

may be triggered by the user (e.g., by activating and de-activating flight mode). It may be 

difficult for an app, however, to trigger a change of IP address.  

Note that the unlinkability also depends on the behavior of the provider of the app. In 

particular, it must refrain from setting any additional long-term identifiers such as cookies 

or applications reporting their installation identifier (see [Bray 2011]).  

This demonstrates that the effectiveness of this measure is not guaranteed for all 

communications stacks of interest. The effectiveness of a pseudonym change cannot be 

evaluated limited on the application layer. Instead, a detailed study of the lower layers 

and the possibilities of changing identifiers simultaneously is necessary.  

5.2.3.3 Effectiveness for multiple identifiers from multiple stacks 

The discussion so far has illustrated that a coordinated change of all identifiers of a single 

stack may be problematic; this section makes the point that coordinated identifier change 

is even more difficult when multiple stacks are involved. 

This shall be illustrated with a simple scenario that is similar to that of the parking 

reservation shown in Figure 5 in section 4.7.1 above. Assume that reservations of parking 

lots and charging stations are made from a smartphone app over the Internet and that 

the resulting access tickets are presented over vehicle2x to entry barriers or charging 

stations, respectively. 

Figure 7 shows such a scenario in more detail. The Internet stack is shown in light red, the 

vehicle2x stack in light blue. For every stack, three layers are shown together with their 

identifiers at different points of time. Assume for simplicity, that the parking provider 

operates in multiple locations, parking 1 and parking 2 included. Assume further that it 

operates its own reservation service. Then, the parking operator has visibility of all the 

identifiers shown in the figure. 

From left to right on the time axis, a driver first books parking in two different locations 

in town from home. After driving to the first location her vehicle presents the reservation 

ticket at the entry barrier of parking 1. She notices that the vehicle batteries are lower 

than expected and uses her smartphone to book a charging station to be used later in the 

second location. Sometime later, when arriving at parking 2, she first presents the parking 

ticket at the barrier and then the charging ticket at the charging station.  
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The figure illustrates a situation where in the application layer, every transaction uses a 

new transaction pseudonym (TP 1 through TP 3) as it should. The authorization layer 

presents the pseudonym certificates (PC A and PC B) that are used to sign vehicle2x 

messages. The network (including Media-) layer presents IP addresses in the case of the 

Internet stack (IP A and IP B) and MAC addresses (MAC a and MAC b) in the case of the 

vehicle2x stack.  

The identifiers are changed periodically. The figure shows identifier change events as 

triangles on the time axis. It assumes that the change is time-based and that both, the 

Internet and the vehicle2x stack use the same change frequency. The actual change 

events are slightly shifted however, since coordination would be rather difficult. Note that 

the transaction pseudonyms cannot change since they hold together the transactions and 

changes would result in losing an already made reservation. All other identifiers of the 

stacks change simultaneously, however, exactly as they should.  

The red lines in the figure show the identifier matches that are possible. They make it 

evident that every communication step can be directly or indirectly linked with every 

other. In other words, the parking provider is able to link and thus accumulate all this data 

that refers to the same person.  

 
Figure 7: Linking of data due to uncoordinated identifier change. 

This scenario illustrates a case that spans multiple communication stacks where 

unlinkability is not achieved in spite of change of identifiers.  

Coordinated change of identifiers is also difficult on stacks (such as the Internet) where 

multiple applications run concurrently. The transaction of one application may then fall in 

the middle of a transaction of another application. The change of a network level identifier 

at the end of the transaction of one application is then likely to affect the proper working 

of other applications.  

Another consideration is that multiple strategies of identifier change exist. The choice of 

different strategies for different stacks renders coordination of changes even more 
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 Time-based changes for pseudonymous authorization certificates in the vehicle2x 

stack (see for example [ETSI 2018b]). 

 Location-based as in the Mix Zones also proposed for the vehicle2x stack (see 

[Freudiger 2007]).  

 Transaction-based as is probably the state-of-the-art in privacy-protection of 

applications (see [Pfitzmann 2008]). This is also used in iKoPA in the reservation 

service (see section 3.2.4.2 in [iKoPA D5v2 2018]).  

 Login-based as currently common in the assignment of IP addresses in mobile 

networks.  

Further work is needed to assess how strongly the difficulty of coordinated identifier 

change across multiple channels really affects the efficiency of this measure in practice. 

Also, research on mitigation measures may identify strategies to avoid critical cases 

altogether.  

5.2.4 Limitations of the measure 

The limitations of this measure are mostly determined by its effectiveness. While the 

measure may work in simple settings under control of a single actor, the effectiveness in 

real world settings with increased complexity is at least questionable. The danger seems 

to exist that one feels safe because a privacy-oriented measure has been implemented, 

but that the risk is hardly mitigated and remains high. It is therefore indispensable that 

the actual effectiveness of this measure are demonstrated in assessments that take the 

wider context of the application into account.  

 

5.3 Isolation of long-term identifiers from data through the separation of 
domains 

5.3.1 How the risk is mitigated 

Risks (i) and (iii) involve the use of long-term identifiers of entities. It is important to 

understand that long-term identifiers cannot simply be avoided and replaced across the 

board by pseudonyms. In particular, there are two cases that require long-term 

identification: 

(1) Applications that restrict participation to trusted entities. 

(2) Applications that require payment and thus need to reference financial assets of 

an entity that typically have a long live span. 

In the former case (1), the establishment of trust in an entity typically requires data about 

the entity over a longer period of time. What is needed is an identifier that permits the 

verification of questions like the following: 

 Does the identifier refer to a person or a robot? 
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 Does the person meet the requirements of eligibility, as for example a minimal 

age? 

 Does the person have a history of misbehavior or has the person accumulated a 

good reputation? 

It is impossible to answer such questions for an entity that is solely identified by a one-

time pseudonym. Self-created pseudonyms are therefore unsuited in this case. Much 

rather, what is needed are pseudonyms issued by authorities or trusted third parties. They 

know a long-term identifier of the entity, verify eligibility and trustworthiness, and certify 

this in a (possibly pseudonymous) credential. (See section 3.10 for a definition of 

credentials).  

In the latter case (2), a for-pay service must know who to issue an invoice to. This requires 

an identifier that refers to financial assets, such as the number of a bank account or credit 

card. A money transfer from the entity to the service typically reveals this identifier.  

In both, risks (i) and (ii), a long-term identifier is linked with (location) data. The mitigation 

measure discussed here prevents this linking. It achieves this by separating two domains: 

One where pseudonym is issued based on a long-term identifier and one where the 

pseudonym is linked to (location) data. The separation works in a sense that  

 Stakeholders of the first domain see the full (long-term) identity of the entity and 

the pseudonym, but lack any access to (location) data. 

 Stakeholders of the second domain see the pseudonym and linked (location data), 

but lack any access to the full (long-term) identity. 

One could paraphrase this that in the first domain, the “who” is visible, and in the second 

domain the “what/where”. A strict separation of these concerns prohibits profiling since 

the essence of profiling is to link the “who” with the “what/where”. 

The following two examples how to separate domains shall illustrate this mitigation 

measure further. Other approaches, for example based on blind signatures [Chaum 1983] 

are possible.  

What is evident in the examples is that intermediation that avoids the direct contact of 

“who-actors“ and “what/where-actors” is one of the key concepts used to separate 

domains. Note also the TOR “Onion Router” uses a similar concept of intermediation to 

prevent profiling [Wikipedia TOR]. Also here, none of the stakeholders (nodes) has access 

to both, “who” (the client IP address) and “what” (the requested URL).  

5.3.1.1 Trusted Pseudonymous Identities 

This subsection shows a domain separation that supports case (1) above, i.e., applications 

that restrict participation to trusted entities. It is illustrated in Figure 8.  

The two separate domains are represented by dashed boxes and labeled “identified 

person” and “pseudonymous identity”, respectively.  
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In the left domain, a credential issuer knows the full identity of a person, here called the 

“data subject”. In particular, the credential issuer is able to verify the eligibility 

requirements and if necessary the reputation of the person. On this basis, pseudonymous 

credentials are issued to the data subject.  

The data subjects act as intermediaries between both domains. Since the identity and 

other data concern the data subjects themselves, the combination of the “who” and the 

“what/where” are not critical. In this sense, data subject have a very different role from 

other actors.  

In the right domain, data subjects use their pseudonymous credentials to prove their 

trustworthiness or authorization to participate in the system and make use of offered 

services. The figure makes it evident that unauthorized entities, such as robots, are unable 

to access services. Before delivering services, services, i.e. pseudonym consumers, can 

verify the credentials. One aspect of this is that they accept only credentials from issuers 

they trust.  

The figure makes it further evident that credential issuers cannot profile data subjects 

since they are isolated from knowing for what purposes the credentials are used. Similarly, 

pseudonym consumers cannot profile data subjects since they are isolated from their 

identity and all they see is a short-lived, one-time-use pseudonym.  

With the additional actor called “misbehavior resolution”, the figure hints at the fact that 

in exceptional situations, it may be acceptable to break the separations of the domains. It 

is evident that the conditions when this is desirable must be very well defined and 

enforced. Any actor who can bridge the two domains must be highly trustworthy and 

protect the privacy of the data subjects. In the Austrian Citizen Card project, the data 

protection agency was therefore assigned to this role.  

 
Figure 8: Trusted Pseudonymous Identities. 
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5.3.1.2 Pseudonymous Payments 

This subsection shows a domain separation that supports case (2) above, i.e., 

applications that require payment and thus need to reference financial assets of an 

entity. It is illustrated in Figure 9.  

The situation is similar to the previous example except that an (at least indirect) 

interaction between service providers and payment service is necessary on a routinely 

basis in order to transfer funds that reimburse for delivered services. This contrasts to the 

previous situation where misbehavior resolution was a rare exception that could be 

handled by a particularly trustworthy actor. 

In the identified domain on the left of the figure, a data subject first enrolls with a 

payment service. The latter is something like a bank or PayPal where data subjects can 

open an account that holds funds available for various payments. This account is typically 

referenced by a long-term identifier. Opening accounts is time-consuming which makes 

the concept of one-time accounts unpractical.  

To give data subjects the possibility to pay in a pseudonymous fashion, the payment 

service issues what is called “pseudonymous accounts” in the figure. In contrast to other 

actors, the bank can map these back to their corresponding long-term accounts. The 

pseudonymous accounts are designed for one-time use and can pay any service up to a 

given credit limit. Technically, pseudonymous accounts could be implemented by a 

certificate that states the credit limit and comes with a private key that permits electronic 

signatures.  

In order to be paid for a delivered service, a service provider issues an invoice that states 

the amount due. The data subject authorizes payment, for example by signing it with the 

certificate of the pseudonymous account. The signature covers solely the amount section, 

leaving the recipient of the payment untouched.  

In order to receive a transfer of funds, the service provider now sends a batch of 

authorized payments to a payment broker. The payment broker strips the payment 

recipients and sends the remaining signed amounts in batches to the according payment 

services. In response, the payment service transfers the accumulative sum to the payment 

broker. The latter now redistributes the sum to the payment recipients. 
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Figure 9: Pseudonymous Payments. 

In this setup, none of the actors can profile the data subject: The payment service knows 

the full identity of the data subject, but what the funds are used for is blinded by the 

payment broker. The service provider knows what the funds are used for but sees only a 

one-time pseudonymous identity of the data subject. The payment broker sees the 

pseudonymous identity and the recipient of funds. The latter may provide some insight in 

what the funds were used for.  

The blinding effect of the payment broker is understood well when comparing to the 

intermediation by nodes of the TOR onion routing network.  

Both of the shown examples were designed to illustrate the concept of domain 

separation; obviously technically and cryptographically more sophisticated approaches 

are possible. Among them are privacy Attribute Based Credentials (see for example 

[ABC4Trust] and David Chaum’s eCash [Wikipedia eCash].  

5.3.2 Where the measure is applied 

The mitigation measure of domain separation is very common. It is for example used in 

TOR and for anonymous payment systems like eCash. In C-ITS, the authorization 

certificates that are used in CAM and DENM messages implement this measure.  

In iKoPA, the architectural component of “identity provider”16 was introduced specifically 

to implement this measure. It acts like the credential issuer in Figure 8 above and issues 

“certified pseudonyms” (see [iKopa D5v2 2018], section 3.2.4.1).  

                                                           

 

 
16  Note that in previous versions of the architecture, this service was known as “registration service”. 

payment
service

service
provider

enrollment

pseudonymous
account

pseudonymous
identity

identified person

Payment 
Broker

Data
Subject

who
what
where

invoice

approve
payment

strips the what/where



AVAILABLE MITIGATION MEASURES AND THEIR LIMITATIONS 

 

 

Deliverable D3.3  |  Version 1.0  |  2018-12-17 46 

5.3.3 Effectiveness of the measure 

The measure is usually highly effective in its capability to prevent profiling. There are only 

few issues that might adversely affect effectiveness. 

One is that some actors need to be trusted since could behave in a way that breaks the 

domain separation. This was already pointed out above about the Misbehavior Resolution 

authority in Figure 8. It also applies to the Payment Broker in Figure 9 since a failure to 

strip the information identifying the payment recipient would allow the payment service 

to compile profiles. 

In addition to the trust in individual actor, the effectiveness also requires that actors from 

different domains don’t collude to put their data together. Even if the individual actors 

can be trusted not to collude, attackers might gain access to data of both domains and 

link them.  

Bearer assertions, i.e. a kind of credential, typically include the intended recipient of the 

assertion in order to prevent certain attacks (see section 3.10 above). In SAML, the field 

of the intended recipient is called AudienceRestriction. Information about the intended 

recipient can only be added, if the issuer of the assertion possesses this knowledge. This 

contradicts the essence of domain separation. Therefore, if bearer assertions are 

required, an additional intermediary is required for “blinding”. The credential issuer then 

issues all bearer assertions for this intermediary, without having to know about the 

ultimate recipient. The resulting architecture of a fixed measure is then similar to that of 

pseudonymous payment in Figure 9.  

5.3.4 Limitations of the measure 

While the effectiveness of the measure is usually high, the limitation of this measure 

rather originates from the wider context. Profiling cannot be prevented if in the 

pseudonymous domain, long-term identifiers of the involved entities can readily be 

acquired over other channels. This applies for example to the identifiers available from 

vehicle infotainment systems.  
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6 SEVERITY OF THE RESIDUAL RISK 

In this section, the assessment methodology that was developed for iKoPA is applied to 

the wider context of mobility-related communications. This results in an initial assessment 

without ambition of being comprehensive. This section rather attempts to get a first idea 

of how likely and grave possible attacks are. These attacks are indicators for the residual 

risk of mobility-related communications after applying the above mitigation measures. 

This takes into account the limitation of these measures and, even more importantly, that 

they haven’t been applied across the board.  

To better understand the situation, the following looks at different factors that influence 

the residual risk, describes some possible scenarios, and then draws an initial conclusion.  

6.1 Attackers and their motivation 

The magnitude of risk is significantly determined by the existence of parties who are 

motivated to obtain data for their purposes (here called attackers). These purposes are 

typically different from those for which the data was legitimately collected. The data in 

focus are (location) data of identified persons or accumulations thereof. 

A wide group of possible motivations falls under the umbrella of economic value. This fits 

well with the view that “Data Is the New Oil of the Digital Economy” (see for example 

[Toonders (2014]). In itself, this means that a large enough collection of data has a value 

that can be translated into profit. This is certainly a strong motivator. 

Concretely, accumulations of identified location data can be used for a multitude of 

different purposes. They include the following: 

 Targeted and location-based advertisement. For example, knowing that a person 

usually passes a certain service and has just started a trip to that location provides 

a high success rate to advertisements of this service. 

 Traffic management and planning of all sorts is interested in knowing start, 

destination, and route of trips. Access to background data may be necessary to 

understand the motivation of the trip or the factors that influence route 

decisions. Deep learning models may become more accurate and thus 

competitive on the market, if they can correlate with additional properties of the 

drivers. Evidently, these kinds of analysis are not possible when pseudonyms 

change constantly and consequently it is impossible to reconstruct complete 

routes from start to destination, let alone link to background information that 

gives insight of possible motivators and makes predications of behavior and thus 

traffic possible.  

 Insurance companies are highly interested to not only understand the risks 

represented by their customers better. Data sources that are easy to obtain and 

require less effort than a contractual negotiation with every individual customer 

might be highly attractive. In disputes with other insurance companies, the data 

may hold a significant value in determining responsibility.  
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 Operators of toll roads could be highly motivated to use identified location data. 

For example, this would basically eliminate the cost of operating toll stations and 

reduce their adverse effect on traffic flow.  

 Employers may be motivated to gain more insight about the travel details of their 

employees. The sheer possibility that an employer may get to know about private 

detours may be sufficient to discourage such behavior and save the company 

possibly significant costs.  

 

Apart from economically motivated uses of the data under discussion, there are also other 

kinds of motivations. The following examples shall illustrate this. 

 The discussed data allows law enforcement to detect violations at a much lower 

cost than currently possible. This is for example evident when considering the 

effort that goes in the installation of speed traps. Also the effectiveness of a 

data-based approach as deterrent is much higher. Instead of only slowing down 

at the well-known radar trap, drivers are now discouraged anywhere to exceed 

the speed limit. The large-scale effect of a possible “surveillance” action 

promises important societal benefits such as fewer lives lost, significant 

reduction of the number and severity of injuries, protection of school children, 

and reduction of noise and pollution.  

 Jealous spouses may be interested in knowing the whereabouts of their 

partners.  

 Thieves may want to make sure that the inhabitants are far enough from their 

home and be warned in time should they return.  

While this list of attackers and motivation is surely far from comprehensive, it illustrates 

that there is sufficient incentive to justify a substantial protection.  

6.2 Kinds of attacks 

The examples above illustrate that there are two kinds of attacks: 

 Systematic large-scale attacks where the purposes require large amounts of data 

about large numbers of data subjects. 

 Targeted attacks that are focused on a single data subject. 

This distinction is useful when discussing the difficulty to mount certain attacks.  

6.3 Cost of mounting an attack 

Even with a high motivation of attack, the cost and difficulty of mounting it may 

significantly affects its likelihood. In particular, the cost may be prohibitively high or 

reduce the possible scale. Similarly, the difficulty and complexity of mounting an attack 

may require know-how that is not easily available.  
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A majority of the critical long-term identifiers that were discussed above are transmitted 

over radio communications. This renders it accessible to everyone within the transmission 

range. Compared to wire networks that would have to be attacked with sophisticated 

means in order to intercept any traffic, this situation represents a very low hurdle.  

In addition, ubiquitous off-the shelf equipment can be used to receive these identifiers. 

For example, Ullmann et al use ordinary notebooks and smartphones as test equipment 

to receive identifiers over WiFi and Bluetooth (see [Ullmann 2017a], section V. C. “Test 

Equipment”, on pages 34 and 35).  

Vehicle2x communications, i.e., IEEE 802.11p, at the moment still require specialized 

receivers. But this is likely to change in the short to medium term. ETSI’s ITS architecture 

already foresees “ITS Personal Stations” (see [ETSI 2010] page 12). The full security 

promise of the ITS can only be achieved when also pedestrians and cyclists are equipped 

with ITS stations. The strong societal interest in such protection is for example 

documented by Schulzki-Haddouti (see [Schulzki-Haddouti 2018], in German). The most 

promising approach to implementing ITS personal stations is their incorporation in 

smartphones. These already incorporate WiFi hardware and an extension to support also 

IEEE 802.11p seems to be a small step. The support of the Vehicle2x channel in 

smartphones was also predicted by Ullmann et al (see [Ullmann 2017b] page 39). 

Qualcomm already supports Bluetooth and both, “normal WiFi” (i.e., IEEE 802.11ac) and 

Vehicle2x (i.e., IEEE 802.11p, aka dedicated short-range communications or DSRC), in a 

single chipset (namely QCA6584, see [Qualcom 2015], second last paragraph).  

This means that the reception of critical identifiers is or shortly will be accessible to 

everyone who possesses a smartphone.  

A possibly remaining hurdle is to position the reception equipment within the range of 

radio transmission. On first sight, this seems even more challenging when data shall be 

collected systematically and at large-scale.  

Considering that smartphone can be used for the reception of identifiers, this hurdle can 

be overcome rather easily. All it takes is a popular app or some malware that obtains the 

identifiers through the in-built WiFi receiver and sends it over the mobile network to a 

server for collection.  

6.4 Risk of detection 

The risk of detection of illicit data acquisition with consequent punishment of the 

responsible parties could drastically lower the likelihood of attacks. This is discussed in 

the following. 

Since passive reception is sufficient to obtain the critical identifiers (see [Fuxjaeger 2016] 

page 2, section III A), illicit data acquisition is very difficult to detect. A listening station in 

a parked car, probably using the same antennas as the built in C-ITS equipment, could 

hardly be recognized even on close inspection.  
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The same goes for small and well camouflaged “road side” receivers. For example, if they 

were built into solar lights and placed in gardens near a motorway, they would be 

impossible to detect. 

Considering the scale in which smartphone apps access more data than they possibly need 

for their functioning and send it to some undeclared servers, an acquisition strategy that 

abuses the smartphones of normal citizens would also be hard to detect. 

But as with Trojans or botnets on PCs, even when their existence is found out and tools 

for their detection and removal become available, stopping their continued distribution 

and new infections is very difficult. This particularly since the same surveillance 

functionality could be easily packaged in different apps and transported by different 

malware.  

Detection could also be a weak deterrent since it would be very difficult to identify the 

operators of servers placed anywhere in the internet to collect illicit data. Such servers 

could be operated by legitimate organizations but compromised by hackers.  

In summary, the risk of detection is so low that it is hardly a deterrent even for large-scale 

attacks.  

6.5 Attack Scenarios 

To further illustrate that the risks are realistic, the following describes two possible 

scenarios. One is a targeted attack, the other a large-scale one. 

6.5.1 Example of a targeted attack 

The attack assumes that an attacker wants to follow a targeted individual who drives a 

car. The prime objective to the attack is to determine the destination of the trip.  

In the old days, when this was done for example as part of a police investigation, there 

were two possible approaches: 

 A tracking team followed the targeted vehicle from a safe distance as not to be 

detected. A regular change of the pursuing vehicle was necessary to further avoid 

detection. The cost and effort of this tracking method limited its use to a few 

critical cases. 

 A GPS tracking device was secretly fit under the targeted vehicle such that it could 

be followed with less effort by a single pursuing car that remains within the range 

of the device’s radio signal. Secret “bugging” a vehicle in this way cannot be done 

lightly and typically requires a court order to be legal.  

In a modern scenario, vehicles can be considered to be bugged by default in the factory. 

Like a law-enforcement tracking device, the vehicle2x stack sends out CAM messages with 

coordinates in clear over radio frequencies.  

Once vehicle2x communications (IEEE 802.11p) will be supported by smartphone WiFi 

transceivers, what was formerly possible only for law enforcement in possession of a court 
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order will become readily accessible to the public. This includes law enforcement officers 

themselves who likely will no longer require a court order, as well as jealous spouses who 

distrust their partners.  

The change of pseudonyms in the authorization certificates of CAM messages will do little 

to prevent tracking since the kinetic data will make it straight forward to link to the new 

pseudonym. Larger mix zones in which no CAM messages are sent may be effective but 

are predictable and can be overcome for example by classical trailing in a distance that 

permits visual observation.  

6.5.2 Example of a large-scale attack 

This attack attempts to compile movement profiles of a large percentage of the 

population world-wide. As described above, it uses the smartphones of unsuspecting 

persons to collect the necessary data. The basic idea is that a large enough percentage of 

the population uses an application or configuration that permits to collect data about 

vehicles in the surroundings and sends it to a central data collection point. 

While this attack may sound far-fetched and difficult to pull off, it is actually happening to 

date at global scale. The process of the smartphones that collects the data is the Android 

location service. In the most common configurations, it collects the identifiers of all visible 

WiFi access points and sends it as input to a central Google service in order to obtain a 

location in return.  

Motivated by the navigation functionality of Google Maps or similar applications, a 

significant percentage of people driving cars have the location service of their 

smartphones enabled. Considering that an increasing number of vehicles comes with 

built-in WiFi access points, the location service obviously reports also the SSIDs/BSSIDs 

that represent long-term identifiers of the surrounding vehicles to Google.  

Since Google compiles and maintains a database of the locations of different WiFi access 

points17, it can easily recognize access points that are mobile and thus distinguish between 

fixed stations and vehicles.  

Drivers’ smartphones obviously also report the access points of their own vehicle. This 

makes it possible for Google to link the identifiers of the vehicles’ access points to the 

long-term identifiers of the smartphone. This is a major step towards an identification of 

the driver. Using the same mechanism, Google can also distinguish between vehicles 

always driven by the same person and shared vehicles such as rental cars. It could even 

detect that vehicles are suddenly driven by unexpected persons such as thieves.  

                                                           

 

 
17  Only by knowing the position of access points, the location service can derive locations data on their 

visibility. 
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It is important to note that the location service does not only affect persons (and their 

vehicles) who enable the location service on their phones, but also persons who disable 

all services that permit tracking but simply use the WiFi access point of their cars.  

It is also worth noting that through its location service of the Google controlled Android 

operating system, Google has established a global monopoly of collecting movement 

profiles of cars and persons linked to them. In no state under the rule of law would law 

enforcement agencies by permitted to collect only fractions of this data.  
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7 CONCLUSIONS 

iKoPA technology has been developed by following a process of data protection by design. 

This has resulted in an architecture that mitigates data protection risks as much as 

possible with the current state of the art. The residual data protection risk of iKoPA 

technology has thus been found to be small.  

The present document has described the methodology that was developed for the impact 

assessment of iKoPA technology. This methodology has then been applied beyond iKoPA 

technology to the wider context of mobility-based communications. This initial study has 

already identified significant areas with yet unmitigated and at times considerable risks. 

This confirms the reusability of the developed concepts and methodology.  

The impact assessment has focused on the risk of collecting location data of identified 

persons and the collection of such data into movement profiles. It has analyzed the 

mitigation measures that are common in mobility-related communications, namely 

pseudonymization, frequent and coordinated change of pseudonyms, and separation of 

domains. The analysis included an assessment of the effectiveness and limitations of 

these measures. 

On this basis, the severity of the residual risk of mobility-related communications after 

mitigation was discussed. It found that a multitude of highly motivated and capable 

attackers exist, that attacks are relatively simple to deploy and hard to detect, and that 

even at this point of time, a systematic attack that collects movement data of modern 

vehicles is under way. It is important to note that this attack does not involve iKoPA 

technology.  

The report therefore concludes that currently, the residual risk in mobility-related 

communications is very considerable and recommends that urgent actions be taken to 

address the current shortcomings. The following is an incomplete list of possible actions: 

 The biggest danger stems from the current systematic large-scale collection of 

vehicle location data most likely in a third country. This is made possible by WiFi 

access points that are built into vehicles and lack any mitigation measure such as 

pseudonymization, together with the existing smartphone location services by 

Google and Apple. It is important to make policy makers aware of this issue, that 

it is studied in more detail, and that options to mitigate the problem are explored.  

 The current generation of privacy-enhanced RFIDs still lacks the possibility of 

assigning changing pseudonymous TAG identifiers. An improved generation of 

RFIDs needs to be developed before wide-spread application in a mobility setting 

can be considered.  

 The combined use of a multitude of communication technologies and channels 

even within the same transactions raises new risks that are not yet fully 

understood. Therefore, additional research is necessary to address this issue (see 
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below). It is also recommended that data protection working groups of C-ITS also 

address the wider scope of mobility-related communications.  

The initial success also invites future research that applies the iKoPA methodology more 

systematically and thoroughly. Such research could include the following: 

 A detailed study of identifiers of all commonly used communication stacks 

including the visibility of identifiers to the different actors of the communications. 

 On this basis, a number of common use cases and scenarios of mobility-related 

communications can be assessed. 

 To push the state of the art of mitigation measures, a more detailed study could 

address multi-channel pseudonym change strategies and the likelihood of 

reduced efficiency of this measure when full coordination across channels is not 

possible.  
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